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OVERVIEW OF DIGITAL SIGNAL PROCESSING THEORY

1. INTRODUCTION

1.1 Signal Processing

Electricity, or the flow of electrons, has enabled man to satisfy some of his most
important needs. Among these are the storage, processing, and transmission of a practi-
cal and useful form of energy and the storage, processing, and transmission of informa-
tion. This latter application of electron flow comes under the more specific description
electronics, and includes voice communications, data communications, and various types
of control systems, timing systems, and detection systems used in radar, sonar, and
seirmological technology

This handling and manipulation of information is accomplished by a direct corre-
spondence between the natural variation in the information and some characteristic of
the flow of electrical energy. The characteristics of the electrical energy available for
this purpose include amplitude, frequency, and relative time delay or phase. The overall
electrical waveform, or signal used for information handling, normally consists of a com-
ponent due directly to information content as well as a component due to undesired ef-
fects described generally as noise. In the manipulation of information in the form of
electrical waveforms, it is often necessary to change one waveform into another more
desirable waveform. It may be desired to modify a waveform component or characteris-
tic, separate two or more previously combined waveforms, or even eliminate a waveform
component entirely. Such modifications of waveforms or signals, come under the general
classification of signal-processing techniques which are implemented by means of signal-
processing cXitpn-.i The mnr+ esirnificntn areas nf cienul nrnoccnac innluie fil+trs-,.rich
are used for waveform shaping as well as spectral and correlation measurement.

The signals to be considered by a signal-processing system are classified as either
one dimensional or multidimensional depending on the number of independent variables.
Electrical signals are generally one-dimensional functions of time; a picture, for example,
with its spatial variables, represents a two-dimensional signal. In this report, only one-
dimensional signal processing will be discussed except where otherwise noted. For ease
of discussion, it will be assumed here that the independent variable is time, although other
interpretations such as distance would serve equally well,

Note: This report represents a part of the research performed under the Edison Memorial Fellowship in
partial fulfillment of the requirements for the degree of Doctor of Science at the George Washing-
ton University School of Engineering and Applied Science.

Manuscript submitted February 7, 1975.
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LAWRENCE M. LEIBOWITZ

1.2 Continuous Systems

Signals are usually generated at their source and used at their final destination in a
form in which the dependent variable, signal amplitude, can take on a continuous range
of values as a continuous function of time. The class of such signals are referred to as
analog or continuous signals, with the latter being a more desirable term. Examples of
such signals are those generated and received in normal AM and FM radio systems.
Mathematically, sin wt would be such a signal. The class of systems in which these
continuous or analog signals are used are known as continuous or analog systems. The
general analysis of such systems is covered in Refs. 1, 2, and 3, and the synthesis of
these systems is covered in Ref. 4. As opposed to strictly continuous signals there are
signals in which only the independent variable, time, assumes a continuum of values;
these are referred to as continuous-time signals.

1.3 Discrete Systems

Discrete-time signals are defined over a continuous range of amplitude values but
only for discrete values of the independent variable, time. These discrete-time or
sampled-data signals are used in sampled-data systems as described in Ref. 5. When the
signal amplitude, or dependent variable, is restricted to a discrete set of values defined
only at a discrete set of values of the independent variable, the signal is referred to as a
digital signal. Thus systems that handle signals which are represented as a sequence of
discrete values are digital systems. Such digital systems designed for accomplishing
waveform manipulation by spectrum modifications are defined as digital filters. A
digital signal could be produced for presentation at an input to a digital system by
means of an analog-to-digital converter which produces discrete samples of a continuous
time signal. In a digital signal the noise component, mentioned earlier, can be repre-
sented as a sequence of undesirable discrete values. This noise sequence would generally
be a sequence of random values. It is the manipulation of digital signals by digital sys-
tems which is classified under the description of digital signal processing which will be
reviewed in this report. The definitions and terminology used in this report are generally
consistent with that recommended by the IEEE Group on Audio and Electroacoustics
[6]. Many definitions are presented here for the benefit of those not previously versed
in the relatively new field of digital signal processing. For others, this will serve for re-
view and consistency of terminology.

The components which are interconnected to form continuous system networks are
resistors, inductors, and capacitors. The parameter values of these resistance-inductance-
capacitance (RLC) devices determine the signal-processing characteristics of a continuous
system. Digital systems are composed of digital adders, multipliers, and unit delays or
delay registers. In binary digital circuitry, these components are formed by networks of
nonlinear logic gates and flipflop bit-storage devices. The interconnection or block dia-
grams of these components determine the characteristics of the digital system.

1.4 Digital Signal Processing

A digital system used for signal processing can in general be implemented in either
of two ways. The first is a machine-, assembly-, or higher-level-language computer
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program which is used in a general-purpose computer to implement the algorithmic pro-
cedure indicated by the block diagram. This is a true mathematical representation of the
digital system and should not be referred to as a simulation. In the other approach a
special-purpose computing system, interconnecting the digital devices as indicated in the
block diagram, can be physically implemented. The increasing speed and decreasing
size and cost of digital integrated-circuit hardware elements along with their extremely
high reliability, maintainability, and repeatability of performance have resulted within
the past dozen years in an increasing desire to perform more and more signal-processing
fnecIrQ hv -l-itni rmthpr flhinn ninnlnc manno Thnt. nn inrnmnrnhism hftwPPn clioitfnl andc
analog signal processing exists in a large class of practical problems, and thus that the
trend toward digital signal processing is justified, has been shown by Steiglitz [7]. Digi-
tal systems suffer less than continuous systems from parameter-value repeatability in-
accuracies and performance sensitivity to environment. A major problem area however
that must continually be considered in the design and application of digital systems is
the inherent quantization effects due to the necessarily finite representation of all
parameters in a system.

Since most signals to be processed occur naturally in a continuous form, the input
to a digital signal processing system is usually preceded by an analog-to-digital converter
that, under the control of a trigger signal, generates digital samples of the continuous
signal. These digital samples are processed within the digital signal processing system
according to the required algorithms and presented at its output. With the exception
of cases in w-hich the results can he. accepted in digital forma, such as for presentalb'n to
other digital systems or output devices, the output must be presented to a digital-to-
analog converter that provides the final output in the form of a continuous signal. These
converters, which operate between continuous and discrete signal representations, generate
further inaccuracies due to finite operating speeds as well as finite quantization. The
theory and implementation of analog/digital conversions has been covered extensively by
Schmid in Ref. 8.

The basic linear algorithms used in digital signal processing are the digital filter
and the discrete Fourier transform (DFT). A digital filter is usually accomplished by
recursion described by linear difference equations, although other realizations use discrete
convolution and DFT techniques. The DFT is almost always applied in the form of one
of an extremely efficient set of algorithms collectively referred to as fast-Fourier-
transform or FFT techniques. Such techniques, which were first disclosed by Cooley
~nnaii 'huntr [Qi in 1iqar ronna-_ +inn nnvnnu+n4r.- _ -..- k._ i- 1.and Lk J a-] iLIn -ipLUii10 -ii1v uy a IMPge actor so as to make
previously inefficient, long DFT procedures practical. This development has had the
most significant effect on digital signal processing. The DFT in the form of the FFT is
used for frequency spectral processing and measurement, correlation measurement, system
realization by high-speed convolution, and the realization of digital filters.

1.5 Objectives

This report will review the theory and techniques hy which Rignal-_nroncsingY pro-n
cedures, both those previously accomplished by continuous systems as well as those
previously impractical, can be accomplished by digital means. The major areas of digital
signal processing will be explored.
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This discussion will begin with the theory of discrete systems, with emphasis on
discrete signals, the z transform, discrete-time linear shift-invariant systems, discrete con-
volution, system functions, causality, and stability. The relationships between discrete
and continuous system theory will be presented with respect to the Laplace transform a1
in the continuous case and the z transform in the discrete case, with consideration of
mappings between the s and z planes. The Fourier transforms in the continuous and
discrete cases will be considered as well as the sampling of continuous signals for digital
processing and the reconstruction of continuous signals from discrete representations.
The methods of realization of digital signal processing systems will be presented along
with a description of digital network elements, signal flow graphs, and various forms of
digital networks as derived from the system function in the form of a ratio of poly- , l
nomials in z- 1 . The theory of digital filtering will be discussed with relation to continu-
niw filtnr thenrv in terms nf stuch ohnrnnatJrkfirb Ad the hNnrlirlfh, r.n"In, acnd +lth
magnitude-squared function. The design of digital filters, to satisfy frequency-domain
characteristics, by various techniques such as using transformations to translate proven con-
tinuous filter designs into digital filters will be considered. Digital filter design techniques
in the time-domain are also discussed. The theory of the DFT and its implementation
problems will be presented prior to a description of the theory and realization of the
FFT. Particularly powerful applications of the FFT such as high-speed convolution and
correlation will be discussed along with a description of the techniques required to cor-
rectly use the FFT algorithm. Finally the quantization effects inherent in all phases of
digital signal processing will be reviewed with respect to their influence on the outputs
from digital filters and FFT applications.

2. DISCRETE SIGNALS AND SYSTEMS

2.1 Representation of Discrete Signals

To be able to represent and analyze digital systems and gain further insight into
their operation, a host of definitions and techniques have been developed. These defini-
tions and techniques have counterparts in continuous system theory. A signal can be
represented in continuous system theory as a function of time x(t), where the domain
of t can be -oo < t <o or any subset of that interval. In a discrete time system, a
signal is represented as a sequence of values x(nT) where n is an integer and, in general,
-no < n < +o Thuis the fuinion is daefined nnly ca+ liscroe+a tma inntenl a of lng+h I
T. The discrete signal can be thought of as the result of sampling x(t) at uniform inter-
vals of duration T. This sampling process will be discussed later. For the purpose of
representing a discrete signal as a sequence of values, it can be assumed that T is equal to
unity without effecting the validity of the theory to follow. Thus a discrete signal can
be represented as the sequence x(n), where -o < n < no, and for the purpose of dis-
cussion the nth value of the sequence can be thought of as the nth sample.

The unit impulse function, and the response of continuous systems to such an in-
put, play an important role in the representation and analysis of signals and systems in
continuous system theory. An analogous situation exists in discrete system theory with a
discrete-time impulse or unit sample 8(n) input and the corresponding output or unit-
sample response. The unit sample has the value 0 for all values of n except n = 0, for
which 8(0) = 1. The sequence b(n - no) is 0 for all n except n = no, for which it has a
value 1. The product of a constant xkno) and the uULIiUUU1 uunelayeU by no,
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x(no)6(n - no), represents a sample of magnitude x(no) at the noth sample of a sequence.
Thus the unit sample can be used to represent a sequence x(n) as a weighted sum of unit
samples, that is,

x(n) = L x(k)6(n - k).

A comprehensive and general description of the discrete representation of signals
has been presented by Oppenheim and Johnson in Ref. 10. In that paper several alterna-
tives to periodically sampled representations are discussed along with the representation
of discrete sequences by other discrete sequences.

2.2 Linear Shift-Invariant Systems

An important class of discrete-time systems which are used to perform many signal
processing functions are near shiftnvariant systems. This clacse nn ho encily handrled
mathematically and can be readily designed to particular specifications. The conditions
pertaining to these systems are described in Ref. 11. The transformation T[ . . ] can be
used to represent the output y(n) of a system in response to an input x(n), where
y(n) T[x(n)]. If a system has responses y1 (n) and y2 (n) corresponding to inputs
xl(n) and x2 (n), then the system is linear only if

T[axl(n) + bX2(n)] = aTIxl(n)] + bT[x2(n)] = ayl(n) + by2(n)

with a and b arbitrary constants. For the class of shift-invariant systems, if the response
y(n) corresponds to input x(n), then y(n - k) is the response corresponding to input
x(n - k), k being any integer. The class of systems possessing both the linearity and
shift-invariant restraints are linear shift-invariant systems. These systems are analogous
to linear time-invariant systems, which are the most used class of continuous systems,
as. A- -. c.-A . Dn-P. 1 fl.-.-.i A TT.,lc- 04F-nr..A- cd~-nA~r ni .. dn.,. r -. c

0 tdsctLrUVt ibed in Li.L. L thU1ro1 4. Unlelss0 oLfLIC. VYIOC OsaeUau all systelms to Ue onsideredA

here possess the linear shift-invariant properties.

A subclass of linear shift-invariant systems used in many signal-processing systems
and particularly in digital filtering are those described by linear constant-coefficient
difference equations. These difference equations can be used, as in Refs. 11 and 12, to
describe the behavior of linear shift-invariant discrete systems in the same manner that
linear constant-coefficient differential equations are used for the analysis of linear time-
invariant continuous systems. These difference equations are of the form

NA M

E ah y(n -k) = Ebr x(n - r),
k=0 r=O

where xEn) ald cuin are the system input anu ouuput sequeices 1ebpecUVtivy. The nhl
value of the output can-therefore be expressed as
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n) = ~t(t)yn =-t(k)x n r
and is thus a function of the nth input value and the M and N past values of the input
and output. If the unit-sample response is of finite duration the system is an FIR (finite
impulse response) system, whereas a system with a unit sample response of infinite dura-
tion is an IIR (infinite impulse response) system. For an FIR system N = 0 and yen} is
a lfunctlon only of the present and pastl inputs. For an cIR systemll N moust be gVrevateri
than zero.

2.3 The z Transform

The Laplace transform [13] permits the differential equations which describe the
operations of continuous systems to be transformed into algebraic equations which can
be more easily manipulated and solved. As a direct extension of this transform technique,
component no a ntinun-,,s otrmol nrnnaccinff cr+or nann ha ronroean+arl fnr annlnciq di-
rectly in their s-plane or frequency-domain equivalents, thus permitting ease of analysis.
The z transform techniques, initially introduced by DeMoivre [141 via the concept of
the "generating function" of probability theory, likewise permit algebraic manipulation
and frequency-domain representation for discrete systems and the linear difference
equations which describe their operation. The application of z transforms to sampled-
data systems is described by Ragazzini and Franklin [5],. and a complete development of
the z transform and its properties is provided by Jury [15]. A discussion of the z
transform requires application of some results from complex variable theory such as
provided in Ref. 16. The z transform Xfz) of a discrete sequence x(n) is defined as

X(z) = 2 x(n)zn,
n=--o

which due to the extent of the summation index to all negative as well as positive inte-
gers is known as the two-sided z transform. The complex variable z-1 is termed the
unit delay operator and z is the unit advance operator. If, as in practical systems, the
sequence x(n) starts at n = 0 with x(n) = 0 for all n < 0, the z transform can then be
expressed in its one-sided form:

+1

X(z) = E x(n)z-n.

In like fashion, one can describe a z transform for a finite-length sequence x(n7 which is
nonzero from n1 to n2 and can describe z transforms for right-sided and left-sided se-
quences defined for summation indices n1 < n < +oo and -oo < n < n2 respectively.
Just as the Laplace transform can be represented by its behavior in the complex s plane,
X(z) can be represented graphically in the complex z plane. The z transform operation
can be represented symbolically as X(z} = zfx(n}J.

6
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To completely specify the z transform, it is necessary to express the defined series
along with a description of the region of convergence of X(z) in the z plane. The region
of convergence of a z transform X(z) is that set of values of the complex variable z for
nrIhnI, ViSl nn-a-nn YT, n. ,nl +inc, rn'ln *ll ho 1b onnllor ronann P C 7I < I P
vlLL tLL S.IJ LkV-LStO. 111 SC L OS1 Ul u o-- -tE - -S s I- I . . .+ X

where R_ can be as small as 0 and R, as large as 0.

The z transforms that occur in the analysis of linear shift-invariant systems can be
expressed as ratios of polynomials in z or z-1, as will be shown later. Those values of z
for which the numerator, and thus the z transform X(z), are 0 are the zeros of X(z).
Those values of z for which the denominator is 0, and thus X(z) is infinite, are known
as the poles of X(z). Additionally poles may occur at z =-0. There are several relation-
ships between the poles and zeros of a z transform and its region of convergence which
can be derived from arguments presented in Ref. 11. First the region of convergence
cannot contain any poles, and second the region of convergence must be bounded by
poles or by 0 and 0.

9. A Thbe TInrarca Trsmncfnrnm

From the z transform X(z) the corresponding sequence x(n) can be found by means
of one of several methods defined in Ref. 15. This process is referred to as the inverse
z transform and can be denoted symbolically as x(n) = z-1 [X(z)J. In its most general
form the inverse transform can be expressed as a complex integral formula,

x(n) 91. X(Z)znldz,
C

where C is a counterclockwise closed contour in the region of convergence of X(z) and
enclosing the origin as well as all singulfrities of X(z). For rational z transforms,
Cauchy's integral formula can be used to evaluate x(n) as

x(n) = 2 fX(z)zfl' dz = sum of the residues of X(z)zn-1.
2irj C

When X(z) can be expressed in a power series expansion (Taylor's series) of X(z) as a
function of z-1, the value of x(n) will be the coefficient of the z-" term in the power
series

looX(z} = L x(n)z-".
n=-w

In practical problems an X(z) given in closed form can be expressed in a power seriesby the use of an existing expansion such s those fLor t1-. s t
IJ iAL S L -klU.

8
7~IIIJ4ClLL A 1(C ItI 0114W Dil"tV 1UraL~lt~l11. V Ut rLULUIUJi

z transforms a power-series expansion can be derived by long division with consideration
for convergence at z = °°.

7
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The partial-fraction expansion method of z transform inversion can be applied to a
rational X(z) analytic at infinity. The partial-fraction expansion of X(z) can be expressed
as

X(z) = X1(z) + X2(z) +

The inverse of X(z) can then be obtained as the sum of the inverses of each partial frac-
tion in the above expansion, that is,

X(n) = -'[X(z) = z 1 [X1 (z)] + z 1[X 2(zf* +

The inverse of each of the simpler forms Xk(z) can then be found from tables or power
series and summed to give x(n).

2.& Application of the z Transform

As described previously, the utility of the z transform is in the representation of
discrete systems and the solution of the linear difference equations which describe the
operation of a significant class of such systems. The solution of linear difference equa-
tions by z transforms is covered in detail in chapter 2 of Ref. 15. For the linear differ-
ence equation, whose general form was described previously, consider the case with
N = 1, M = 0 ao = 1, a, = -K, and b l = 1. Thus y(n) = Ky(n -1) + x(n) with initial
condition y(-l) = 0, which is a first-order linear difference equation with zero initial
conditions and with K < 1, represents a digital feedback integrator often used in radar
signal processing [171. Using the z transform, and the inverse transform, the unit sam-
ple response can be derived. Taking the z transform of both sides of the above equation
yields

Y(z) = Kz- 1 Y(z) + X(z),

and solving for Y(z) yields

Y~z) - X(z)
Y(z = -Z) ,Jz1 > IKI.

1 - Kz-1

If x(n) is the unit sample, then X(z) = 1, and therefore

Y(z) = 1
1 - Kz-1

Then the unit-sample response is y(n), where

8
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y(n) = 1 f 1 zn- dz
27rj C_ Kr-1

1 ft Zn
2trj c z - 1

= Kn.

2.6 Discrete-Time Convolution

As mentioned earlier, the unit-sample response can be used to determine the re-
sponse of a linear shift-invariant system to any linear sequence. This is accomplished
by a concept analogous to the convolution integral of continuous systems known as the
discrete convolution. This concept can be approached from different points of view.
One approach [5] considers the response of a system with unit-sample response h(n - k),
at a point n - k sample units after a corresponding sample input of magnitude x(k) at ke.
This impulse x(k) then makes a contribution Yk(nl to the total output of the system at
n, where

Yk(n) = x(k) h( n - k).

Considering the sample to be one element of a sequence x(n), the response of the system
will be the sum of all the contributions y&(n). Thus

n

y(n) E x(k)h(n - k).

Since the impulsive response for a realizable system can be considered to be zero for
all negative arguments, the upper limit of the summation can be extended to infinity
without any effect on the summation; thus

y(n) = E x(k)h(n - k),
k=-

which is the convolution sum. Hence y(n) can be described as the convolution of the
sequences x(n) and h(n), which is denoted as y(n) = x(n) * h(n). In another approach
[11] the system output y(n) is taken as the sum of the system transformations
T[... ] of each of the input samples, that is,

y(n) = E x(k)T[6(n - Y)],
k= 

and since h(n) is the unit-sample response of a linear shift-invariant system, then

9
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y(n) = E x(k)h(n - k)

as before. By substitution of variables this summation can be alternatively expressed as

y(n) 1 E h(k)x(n - k) = h(n)*x(n).
Me =-o 

Thus the order of convolution is insignificant.

From the convolution sum it can be seen that the output of a linear shift-invariant
system corresponding to any linear sequence can be determined from a knowledge of the
unit-sample response of the system.

2.7 System Function

It is shown in Refs. 5, 11, and 15 that the z transform of the system output can be
expressed as the product of the z transforms of the input sequence and the unit-sample
response sequence:

Y(z) = X(z)H(z).

This can be shown by substituting the convolution sum for y(n) in the defining expres-
A-- _A17\ J-L, 4P. _ . dAt\ 01 A i-n 1 +;K-n-t i -nctlnn onSion ±u ~ 1 11W 11 141 IUfIII olf ytnj, a&iXA 11ML1yLULL.Yfl4UA1 * UI.. El-aj .. A*.l

the product of z transform sum expressions for X(z) and H(z). The function H(z), the
z transform of the unit sample response, is by definition the system function. Although
it was also referred to by Barker [181 as the pulse transfer function. Thus, if the system
function is known, the output sequence will be the inverse z transform of the product
of the system function and the z transform of the input sequence.

For a system described by linear constant-coefficient difference equations, such as
given earlier in the form

N M

L aky(n - ke) = L brXwf -
k=O r=0

the system function can be shown to be a ratio of polynomLViais in 4 1 . ThIis can be seen
by taking the z transform of each term of the preceding equation:

WY ~~M
%aZ[y(n - k)] brZ[x1n - r1_

0=O r=0

or

10
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N 31

Y(Z) L ak Z-k = X(Z) E brzrr.
k=0 rw0

Finally,

v o~r=z-

H(z) = Y(z) _ r0
X(Z) N

2 ak Z_

.k=O

As stated earlier, the values of z that make H(z) go to zero are the zeros of H(z), and
the values of z that result in an infinite H(z) are the poles of H(z). Just as in the case
of the complex transfer function of continuous systems, the system function and thus
the behavior of a discrete system are completely specified to within a multiplicative
constant by the location of the poles and zeros in the complex z plane.

2.8 Stability and Causality

Any practical discrete system must possess two important properties. Such a sys-
tem must be stable as well as causal.

A linear discrete system is considereu 'Lo be stabue ia to all bounded inlputs there
always correspond bounded outputs [15]. From arguments in Refs. 5 and 15 it can
be shown that requiring a bounded output in response to a bounded input leads to a
condition on the unit-sample response that the sum of the magnitudes of its samples
be bounded, that is,

E Ih(k)I < a

Using this result along with the definition of H(z), the preceding stability requirement is
equivalent to the condition that H(z) be analytic for I z I > 1. This requires that a
stable linear shift-invariant discrete system, with system function H(z), have no poles
which lie outside the unit circle of the z plane. It is shown in Ref. 11 that if the
region of convergence of the system function H(z) contains the unit circle, the corre-
sponding discrete system is stable.

In the case of continuous systems it is not generally convenient to determine the
4It-UlJIU of a -ystems by loct1-n 1ts polesC and zeros. L-JfwVVise T41W baUie situaion aljjies'

in determining the stability of discrete systems. As in the case of continuous systems,
other methods which do not require the determination of pole and zero locations have
been developed. Such methods are described in Refs. 5 and 15. These include discrete
system variations of the Routh-Hurwitz criterion and root locus methods commonly
used for stability determination in continuous systems.

11
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A causal system is one for which the output response does not precede the applica-
tion of the input sequence. This property must apply of course to any discrete system
realizable in practice. By definition, for a'linear shift-invariant system to be causal its
unit-sample response must be zero for n < 0. It is shown in Ref. 11 that this will be
the case only if the region of convergence of the system function H(z} includes z =

3. RELATION BETWEEN DISCRETE AND CONTINUOUS SYSTEMS

3.1 Fourier Transforms of Continuous and Discrete Signals

From the theory of linear time-invariant continuous systems it is well known that
the Fourier transform [191 is a useful tool in the decomposition of a signal into its
frequency components. The Fourier transform, expressible as

X0'@) = F[x(t)I = x(t) eitdt,

gives the amplitude of the signal as a continuous function of frequency. The Fourier
transform can be alternately represented as X(X) or, since co = 27rf, X(f). This transform
is invertible and thus, from the continuous frequency spectrum, the function in the time
domain can be recovered as

xlt) = F-r[X(jw)J = 2-f X(jw)eJ'tdc.

Fourier transforms can be represented as sets of translorm pairs of time functions and
their corresponding Fourier transform or spectrum.

The Fourier transform of an infinite sequence of discrete samples can be represented
[6] as

X(eo0 ) = E xn)e'',
n=-oo

with its inverse transform being

x(n) I T X(eJoejfndO,

where 0 = wT is the angular frequency on the unit circle with respect to the sampling
frequency 1/T. This Fourier transform is a continuous function of 0 although x(n) is
discrete.

It can be shown [111 that the preceding transform pair, for discrete signals, aids in
sinusoidal signal analysis and is related to the z transform. Similar to continuous systems,

12
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the steady-state response to a sinusoidal input is sinusoidal, of the same frequency as the
input, with amplitude and phase modified as a function of the particular system charac-
teristics. Signals can be represented in terms of sinusoids or complex exponentials, thus
simplifying system analysis. With the input x(n) - ejOn to a system of unit sample
response h(n), by the convolution sum the output response y(n) is

y(n) = i h(k)e-Jo (k-n)
k=--

= ejo0n h(k)eI0h.
k=--

If

H(e 0o) = A h(k)e-jok,

then

y(n) =H- eiv)e

H(eiO) is the frequency response of the system. It can be seen from its defining equation
to be the Fourier transform of the unit-sample response. From the equation for y(n)
the output response is of angular frequency 0, with the magnitude and phase of H(e A)
determining the output response to a complex exponential input. It can be seen that
the frequency response is the z transform of a sequence evaluated for z = e10 . Thus the
frequency response, or Fourier transform, of a sequence is its z transform evaluated on
the unit circle.

Two important extensions of the Fourier transform are the convolution theorem
and frequency convolution theorem, proofs of which appear in Ref. 20. The convolution
theorem gives a Fourier-transform pair relation between the convolution of time functions
and the product of their Fourier transforms, that is,

F[x(t)*h(t)] = X(jw)H(jw).

The frequency convolution theorem is analogous and gives a Fourier-transform pair
relatiaon between the product of tim-e furnctions and tne cornvolution of their Fourier
transforms. Simply stated, convolution in the time domain is equivalent to multiplica-

_: - tion in the frequency domain, and multiplication in the time domain is equivalent to
convolution in the frequency domain.

-3.2 Laplace and z Transform Relations

The Fourier transform for continuous functions is a generalization of the Laplace
ransforMt, being the Laplame itranMusfunn evaluated on the im1agillary axis of the complex

13
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s plane. Likewise the Fourier transform for discrete signals is the z transform evaluated
on the unit circle of the complex z plane.

--- -------. ..--..-- - -C Consider a sequence x(n)~-derived fronv svmnpling "ithi period T a conLinuous [unction - __-.

x(t), so that x(n) = x,(nT). There is a relationslhip between X(z), the z transform of -

x(n), and F0 (s), the Laplace transform of x,.UI). wbieln i, derived in Ref. 5 as well as in
----- bRef. 15 and was discovered -originally by-Iloi . s relationship, VCBhpUI...... ;I

mapjing between the s plane and z plane, is .'

.z .. f-ff, ,, X(. lz.=e-s =-L m(TJs.7 *xr .;.(s T J7 ) e - - ' aT^ 
.. ... .. .. '.X | 0 n=-40,g1 - 2.. - .

This. mapping.from the s plane to the z plane is 'not one tonehe mapping beLweez..=
the two plane is shown in Fig. 3.1, taken from Ref i6. Foz v- it i. follows that
_stips-of width 2r/T in the s plane map-onto the-entire zplanejl. The left half .
each strip in the s plane maps onto the interior of the unit circle, and the right half ofL iszzS
each' strip maps onto the exterior of the unit circle. Each segment of the imaginary axjis
in the s plane maps onto the unit circle.

3.3 Sampling of Continuous Time Signals

iMost signals considered for processing originate in a continuous-time form. To _

process these signals by means of the discrete systems and related algorithms discussed - - H
here, it is necessary to represent them in the discrete-signal form of the secnces Udis-
cussed earlier. These *i. .. ... .. vt*rJ%*u. *-,VhhIoIi ;; Cous-

_ time signal. _Because *I * *. i*:.: l ! -'md -; i-rnd ,;il'.rtC: Qf.
p ti-ce_

The sampling of a continuous signal x(t) by impulse sampling-is presentedirnRef z5
as well as in Ref, 20. If 6(t) is the unity impulse function of value unity at t = 0 and.
value zero everywhere else, then 6(t - nT) is zero everywhere but unity at t = nT. Let
A(t) represent an impulse train which consists of an infinite set of unity impulses
separated in time by an interval T. Then A(t) can be represented mathematically as

it')
___ W_ 

z PLANE

s PLANE
___ _371

T

7T

jim z

(-[-N

37r
T~

> 1)

Re z

Fig. 3.1-The mapping of the s plane to the z plane implied by
sampling a continuous-time signal. (From Ref. 6 by permission.)
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A(t) - E 6(t - nT)
n =--

The sampling process can then be described as a modulation of A(t) by the continuous
signal x(t); therefore

x(n) = x(t)A(t).

From the definition of A(t) and the fact that the only values of x(t) of interest are those
at t = nT, x(n) is more precisely represented as

x(n) X ,xkn7) b x (t - nT).
n=--o

Since x(n) is formed from the product of x(t) and A(t), by the frequency convolu-
tion theorem the spectrum (Fourier transform) of x(n) is the convolution of the Fourier
transforms of x(t) and A(t). From Ref. 20 the spectrum of x(n) is found to be the
spectrum of x(t) infinitely repeated at intervals 11T for both positive and negative fre-
quencies. If for example the spectrum of x(t) is as indicated in Fig. 3.2a, the spectrum
of x(n) is as shown in Fig. 3.2b.

If as indicated in Fig. 3.2a, the spectrum of the continuous-time signal is band limited,
that is, zero outside the region If I < fc, the original signal can be reconstructed from
x(n) exactly by a low-pass filter which passes, without alteration, only signal frequency
components in the interval I f I < f. Several factors should be noted from the previous
discussion. First, if tme spectrum of x(t) is not strictly limited and has frequency coiln-
ponents such that the periodic spectrum of x(n) overlap, there will be a distortion in the
spectrum of the recovered signal. Second, even if the frequency components are band

K0 (j27rf)

-fC 0 f f

(a)

X/T- (0 Mt/G)

q: ai-ff/f, :wT

-t ° fC fto fI
*' T

(b)

Fig. 3.2-The spectrum of a continuous-time signal and the spectrum of the digital signal
resulting from sampling. (From Ref. 6 by permission.)
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limited to some I f I < 4c, there will also be a distortion in the sampled signal if T does
not satisfy the inequality fC < 1/2T. This distortion, which results from a sampling rate
1/T that is not high enough (T too large) in relation to the largest frequency component
in the signal x(t), is referred to as aliasing. The term aliasing is due to the marner in
which higher frequencies masquerade as lower frequencies due to the spectrum overlap.
A simple way to envision aliasing is to consider a signal with sinusoidal components in-
cluding frequencies that exceed 1/2T, half the sampling rate. Samples of components of
frequency beyond 1/2T can upon sampling appear as samples from lower frequency

CUL~pLI~tO.tiILO UW Ui1i- - L 4VU&LL4 -tA01 410 ---LOL 4-U-, 14-1W 0-_j1U~4-epic Acornponentas, Th uas tlle only way toP a:voidt lawnsU~ & toV w.inure Uuxw "At; oc style rate tk J!

at least the Nyquist rate, that is, twice the frequency of the highest component in the
signal.

These ideas with respect to sampling were first manifested in communication theory
in the form of the sampling theorem [21]. This theorem, proven in Refs. 5, 11, and
20 as well as 21, states that if a signal x(t) is band limited with spectrum zero for
If > f and if T = 112fc, then x(t) can be unambiguously reconstructed from its
samples

x(n) = E x (nT) 6(t - nT)

and the recovered signal will be

10 sin 27rf, (t - nfT
x(t) = 2E x(nT) 2irf0 (t - nT)

3.4 Equivalence of Analog and Digital Signal Processing

The equivalence of signal prncresino in analog and digital realizations provides for
application of the wealth of available knowledge and techniques developed for analog
designs to digital implementations with the inherent advantages of the latter. The
equivalence between time-invariant, continuous and discrete systems was addressed by
Steiglitz [71 and Gibbs [221. A specific isomorphism between the analog and digital
signal spaces was shown to exist. Although the natural correspondence provided by mhe
instantaneous sampling of continuous signals would be a match of est with z, this map- 
ping is not one to one. An isomorphic mapping is, however, provided by the bilinear
transformation

Z-11 + s L:0
s and z

This specific isomorphism results in a matching of continuous signals with rational trans-
iurms in i Wilfl discrete signals WIL nwuit uatiansforunxs ini Z a well as mLatCh betwLeetin
time-invariant realizable continuous transforms and time-invariant realizable discrete
transforms.
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Stieglitz considered optimization problems for both continuous and discrete signals
using a least-integral-square-error criterion. His analysis applied to both deterministic
and random signals under the assumption of the isomorphism between continuous and
rlirrrPtP Rio-nmR snd the existence of a class of continuous filters providing minimization
of some function. The resulting theorems state an equivalence to discrete filters in the
sense that a solution in the continuous case confirms the existence of a solution in the
discrete case.

4. DIGITAL NETWORKS

4.1 Digital Network Elements

With reference to the earlier discussion on system functions, linear shift-invariant
systems to be discussed here can be represented by system functions of the form

M
r h,2z-k

_H~z) k=011(z) =1,0 ___ _ _ _

N

1 + E1 akz-k

k=1

The output sequence of such systems can then be represented as

N M1

y(n) -L ah y(n - k'- bk ox °(n - i)-
k=1 k=O

These systems can be realized by a direct application of the preceding difference equation.
Thus the delayed inputs and outputs are obtained, multiplied by coefficients, and summed
as indicated in the equation. To carry out these operations in a block-diagram repre-
sentation or practical implementation requires the definition and use of certain arithmetic
network elements [6] as shown in Fig. 4.1. Figure 4.1a is the diagrammatic symbol for
the unit-delay operator z-1. Addition is indicated as shown in Fig. 4.1b, where the two
input+s. tmn ed - -2 (n), aen-nnpoA fo fnrm r 'nh + x 2(n).l Mul+nlitnninn hxy n ncnn
41jplUOs, -'~ C~l -2k'I \P J CL . . ..... ILi J5 tJ 1. 1 1 I& '. .L L UIflIA'iA AJ IA

stant is represented as shown in Fig. 4.1c, where x(n) is multiplied by a to form ax(n).
The element indicated in Fig. 4.1d realizes the branching operation, with input x(n)
branching out to various points of a network as necessary. As an example of the use of
the above network elements, consider the block diagram representing the difference
equation y(n) = -aly(n - 1) - a2 y(n - 2) + box(n) + blx(n - 1), as shown in Fig. 4.2.
These network elements will normally be implemented in the binary arithmetic system.
In that case the network elements will be formed from basic binary logic gates and
flipflops.

4.2 Representation of Digital Networks by Signal Flow Graphs

A digital network can be represented by a connection of directed branches which
i11LW1LU1111t~LL ilt 1IUdes andU are4-1 as li neaWII 40 IIlCCLI signal IJUlWt 5J114 e Th detailsO ox th1a
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xK(nO x (n-l)

(a) Unit Delay

XI (n) +x*(n)

(b) Adder

x (n)
. a

ax (n)

(c) Constant Multiplier

Ix (n)

x (n)

(d) Branch

Fig. 4.1 -Digital network elements

theory and applications of linear signal flow graphs are presented in Refs. 23, 24, and
25. The application of signal flow graphs to digital networks is discussed in Ref. 11.
The graphs can be used to represent z transform relationships and as such have been
used to provide a general representation of digital networks by matrices a described in
Ref. 26.

For this presentation it will suffice to limit discussion to the representation of digital
networks by signal flow graphs. Each branch in a digital network represents a network
element that can be replaced by a directed branch along with an indication of the trans-
mittance function between branch input and output, with the absence of such a function
indicating unity transmittance. With respect to the nodes there are source nodes repre-
senting the network inputs, sink nodes representing network outputs, summation nodes,
with multiple inputs and a single output, representing the addition of all entering
branches, and branch nodes, with a single input and multiple outputs, indicating the
branching out of the entering branch. As an example of the application of linear signal
flow graphs to digital networks, Fig. 4.3 is a representation of the digital network in

18
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x (n r I~
Et

zI
_r b.

, y (n)

-a2

Fig. 4.2-Digital network realization of y(n) =al y(n - 1) - a2 y(n - 2) + box(n) + blx(n - 1)

x (n)

z-I
A

-a?

r cil

!j

Fig. 4.3-Digital signal flow graph of the network of Fig. 4.2

Fig. 4.2 in signal-flow-graph notation. Mason's rule [231, a method of evaluating the
transfer function of a network from its signal flow graph, can be applied to digital
sinal flow Pranhs in z transform notation to determine syvtem funntions.

4.3 IIR Network Structures

Many equivalent digital networks can be used to realize a particular system function.
Networks with both poles and zeros, that is IIR networks, will be discussed here. As
discussed previously, many such networks can be represented in the form of a rational
system function:
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M

E bkz-h
(Z)=

1 + L akz-k
k=1

In subsection 4.1 the reli7zntion of a digital network from its linear difference
equation was demonstrated. This method can be generalized for any integral values of
M and N. The transmittance of the branches is determined by the coefficients of the
difference equation or system function. The canonical forms of H(z) as discussed in
Ref. 27 will be presented here.

The form shown in Fig. 4.4 and referred to as direct form I is a direct realization
from the coefficients and values of M and N appearing in the system function. For ease
of representation it will be assumed for this discussion that M = N. By separating direct
form I into two networks of all poles and all zeroes and reversing their order, Oppenheim
and Schafer [11] derive the direct form II with minimum number of multiplier, adder,
and delay elements, as shown in Fig. 4.5. Kaiser [28], has recommended that direct
forms not be used in high-order systems due to the accuracy required in order to avoid
severe errors in performance.

The cascade canonic form is obtained by factoring the numerator and denominator
of H(z) and forming a product of ratios of second-order polynomials. Thus

g 1 + pi jz-l + 9iZ-2
H(z) =bo 22 I +

LIZ)~n 1 nl 1 + xl jz-1 + a2 Z-2 

where m is the integer part of (N + 1)/2. If N is odd, that is, if there are an odd number
o. pVoles. nA zeros, - LIL n2i and f* for- some M will he 0. Thus th- tnrdnm fnncetinn an

Z 11

z-I

z-I,

t IL

II

f ZN-I I

i .

I
-9'

-02

z-I

i

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~II

I ~ ~~~~~~~~~~~~~~ -rN 
_~~~Nz-I

Fig. 4.4-Direct-form-I of realization of H(z)
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1~~1 - - 10 9 JP 4- .

rZ-l

-02
-a? bp

I I - F o '

Io~ bN

z-I

(n)

Fig. 4.5-Direct-form-If of realization of H(z)

x (n)

-il1

'Z-I

'Iz-I
-a2el 1

. . . 4 - a im

Z-l

a1l

2-I
R2nm

Fig. 4.6-The cascade-form realization of H(z)

be realized by a cascade of generalized second-order sections, as shown in Fig. 4.6. Each
second-order section is in direct form II. Networks using these sections can be equiva-
lently formed by any ordering of the poles and zeros of the sections. Although the re-
sulting networks are equivalent for infinite precision representation and arithmetic con-
siderations, the performance of practical implementations will vary due to quantization
effects that will be discussed later.

The parallel canonic form results from a partial-fraction expansion of the rational
form of H(z). If it is assumed again that M = N and m is the integer part of (N + 1)/2,
then

H(Z) = To + E 2lz
i=1 1 + aX1 iZ 1 + U2iZ-

where yo = bN/GN.
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If N is odd, some 'yrj and~a 2i will be zero. Thus H(z) can be realized by a parallel
combination of general second-order forms, as shown in Fig. 4.7. Again, each second-
order section is realized in direct form II.

4.4 FIR Network Structures

The terms FIR and IIR refer to the characteristics of the response of a digital
system rather than the realizations which would be referred to as recursive or nonrecur-
sive [291. Recursive realizations have outputs which are a function of past outputs as
well as past and present inputs; nonrecursive realizations have outputs which are a func-
tion of past and present inputs only [301. Both FIR as well as IIR systems can be
realized by means of either recursive or nonrecursive algorithms [31].

A nonrecursive realization of an FIR system can be implemented by means of the
direct convolution sum

N-1
y(n) = E h(k)x(n - k),

ft=0

where h(k) = bf, or by setting all denominator coefficients aG in the general expression
for H(z) equal to 0 [32]. The resulting direct-form realization is shown in Fig. 4.8.

xin)- *y (n)

Fig. 4.7-The parallel-form realization of H(z)
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h (0)
K (n) I .y (n)

h (2).

l-1 l

~~~~h (Ne" 

t r 0j 

' ~~h (N-I0

Fig. 4.8-Direct form of an FIR system

An alternative form is presented in Ref. 11 based on the system function which can
be written as

N-1
H(Z) E h(n)z-n

n=O

for an FIR system. The H(z) can be expressed as a product of second-order factors,

M
T-TI ( I = TI IP- - + Ra - 1- + R -2I Iw"uh t- ih'- tV2/rL )

k=1

where M is the largest integer in N/2 and, if N is even, 32k will be 0 for some k. The
corresponding network is then a cascade of general second-order sections, as shown in
Fig. 4.9.

The frequency sampling technique [30], which will be discussed later in connec-
tion with the design of FIR filters, leads to a structure which is an example of an FIR
system realized by a recursive algorithm. In this case the system function can be ex-
pressed in the form

1 N-1 Hk

11(z) =0 (I - z- N) ;. 1 _ '~j(2n/.,N)kf

This is a cascade of an FIR-system function 1 - z-N with zeros at ej(2 7F/N)k, described
as a comb filter, and of an IIR system. The IIR system is the parallel combination of
N single-pole filterq with poles at ZY = eJ(2ff/N)k and is described as a resonator. Each of
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#bi

l r 

ADM

-J

2'.

AM

rig. 4.:7-Cascade I tt of ani FIR yaUsui

JN

Fig. 4.10-Frequency-sampling realization of an FIR system

the resonator poles cancel a zero of the comb filter and its conjugate. The resonator used
to cancel the kth zero is referred to as the kth elemental filter. The outputs of the ele.
mental filters are weighted by the Hk and are summed to form the system output. The 14
represent "samples" of the desired frequency response equally spaced around the unit
circle. From Ref. 33, the structure of such an FIR system is as shown in Fig. 4.10.

4.5 Transpose of a Digital Network

Mason and Zimmerman [231] in a discussion of linear flow graphs, present a con-
cept of "reversal" of a flow graph. With reference to Mason's formula for the trans-
mission of a multiloop graph, the reversal of the directions of all branches in a graph
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I In) Y i - n)

Fig. 4.11-Transpose form of the signal flow graph of Fig. 4.3

along with interchange of network input and output results in a new graph of identical
transmission. Alternate proofs are presented in Refs. 25 and 34. As applied to digital
networks, a transpose network of identical system function can be obtained from a
known network by reversing the direction of all branches and interchanging input and
output, with all branch transmittances remaining fixed.

Thus, for each of the digital network structures presented here, a transpose structure
can be obtained. As an example, the signal flow graph in Fig. 4.11 represents the
transpose of the flow graph of Fig. 4.3. Some networks are their own transpose. Al-
though a digital network and its transpose would have identical system functions for
infinite precision, in practical implementations one form will generally be more desirable
due to errors caused by finite quantization effects [34].

4.6 Other Canonic Realizations of Digital Networks

As mentioned many realizations for an arbitrary digital system function are possible,
but each has different characteristics with respect to quantization effects. It is therefore
desirable to have a number of realizations of a given system function available in order
to choose the one with the best performance.

In addition to the basic structures presented previously, a number of additional
network forms have been developed recently. These developments have been based on a
method presented by Mitra and Sherwood [351. Their method uses continued-fraction
expansion of a digital transfer function expressed as a real rational function in z in the
form

a=nz + an zf1l + *.* a1z + a0

bn Zn + bnzn'+ .1 . b1z + ho

Different expansions of G(z) result in four canonic realization forms, each resembling a
ladder. The realizability of eagch form depends on the existence of the associated
continued-fraction expansion, which can be readily determined.

As an example of one form of such a realization development consider G(z) for non-
zero any bn, and b6 such that G(z) has the resulting continued fraction expansion
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G(z) = AO +

Blz +

1

1

Al + 1

B2z + 1

1
Bnz +A

To implement this function, subnetworks of the form

G (z) = I
BZ + T7(Z)

and

A + T(z)

are required with A and B real. The realizations of these subnetworks are shown in Fig.
4.12 for G0(z) and Fig. 4.13 for G2(z). To apply these subnetworks, G(z) is written as

G(z) = AO + 1
B, z + T, (z) 

where

T1 (Z) =
1

1

B2 Z + 1

A2 + 1

An

The second term of G(z) is in the form of G0(z) and can be realized as shown in Fig.
4.12. T, (z) is next written in the form of G2(z) and realized accordingly. The process
is continued until all terms of the expansion are exhausted. A realization of the form
of Fig. 4.14 results.
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1/ S Z- 1

-T (z)

Fig. 4.12-Realization of G0(z) = B + Tlz)
(From Ref. 35 by permission.)

I/A I/ (z)

T (z -A

Fig. 4.13 -Realizations of G2 (z) = A ± T(z-

(From Ref. 35 by permission.)

AO

1, 1/81 ~~~Z-1 

./ -I/AI -

I /B2 Z-1

-I/AP

I/On _I/AnI

1/8n Z-1

-I/An

Fig. 4.14-Continued-fraction realization.
(From Ref. 35 by permission.)
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In Ref. 36 Mitra and Sagar present three additional network structures derived by ' <K
continued-fraction expansion. A realization of an arbitrary system function in the form
of a cascade of digital two-pairs and using continued-fraction expansions is presented
in Refs. 37 and 38. Hwang [39] presents formal realization procedures which use re-
peated divisions and order reductions or continued-fraction expansions. Including the
forms discussed previously, Hwang obtains 14 basic canonical forms.

5. DIGITAL FILTER THEORY AND DESIGN

5.1 General Filter Properties

A filter is generally a system designed to shape the frequency spectrum of a given
signal in some desired fashion. The type of filters considered here are within the class * * *1

of linear time-invariant systems. For continuous filters the signals at all points in the
system are continuous. For a digital filter the signals considered are represented only
at quantized amplitudes and discrete time intervals and all operations within the system
use finite precision arithmetic. Both analog and digital filters are most often specified
in the frequency domain. Therefore a frequency response characteristic, or variation of
the magnitude of the filter attenuation with frequency as independent variable, is speci- *

fied as the design goal. A filter is generally categorized in terms of its relative frequency- j

passband behavior as lowpass, highpass, bandpass, or band elimination. Analog filters
are specified in terms of analog frequency or cycles per second (hertz) whereas digital
filters are more suitably specified in terms of phase angle on the unit circle, with 2wi
representing the sampling frequency (f5) and 7r representing the folding frequency (fS2).
Translation from analog to digital frequency or vice versa is readily accomplished.

Within the past half century a wealth of knowledge has developed with respect to
continuous filter design. Such information can be found for example in Refs. 40, 41,
and 42. To make full use of this knowledge, an important class of digital filter designs
are based on translations of a known continuous filter design to a digital filter design.
In the design of continuous filters it is well known that many "1 ideal" designs are not
practically realizable. The resulting approximation problem also applies in the case of
digital filters and is identical to that of the continuous case in the sense that if solvable
in the one case it is solvable in the other [7,22]. In light of these factors a general
filter specification is presented in the form of an approximate magnitude-squared chwarc-
teristic with tolerance regions as shown in Fig. 5.1 [121. A lowpass characteristic is
indicated as an example, but the terminology is applicable to filters of other frequency- * 211
selectivity classes. Thus the passband is the frequency region in which the magnitude *

squared of the frequency response is between 1/(1 + e2 ) and unity. The stopband * *

is that region of magnitude-squared frequency response between zero and 1/A2. The
oscillatory variation of a filter's response characteristic with increasing frequency within
the above tolerance regions is referred to as ripple. It can be seen from Fig. 51 that
w is the upper frequency limit of the passband and co8 is the lower frequency limit
o/the stopband. The region between the passband and stopband is the transition band.
The width of the transition band is cs - wp,, and the minimization of this band is often
a desired design goal, since it determines the sharpness of the filter response character-
istic. As an example of the extension of this terminology the frequency characteristic
of a bandpass filter will have a finite passband with a transition band and stopband pair,
above and below the passband. The Butterworth, Chebyshev, and elliptic filters, whose
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.I H(W)12

l+E2 It

A 0 ~~wP (o, 

Fig. 5.1 -Example of the magnitude-squared char-
acteristic of a typical filter

squared-magnitude characteristics appear in Fig. 5.2, are those continuous filter forms
commonly applied to digital filter designs. To apply one of these continuous filter
characteristics, it is generally required to obtain the transfer function in terms of the
specifications desired.

5.2 Design of IIR Filters

The basic form of the system function as presented earlier for an TIR digital filter
is a ratio of polynomials in z- 1. The coefficients ai and bi of this basic form determine
the number and location of its z-plane poles and zeros, and thus the frequency response,
of the filter. It follows then that the design of such filters involves the determination
of these coefficients so as to satisfy a desired filter specification. The coefficients
could be so determined directly from the filter specifications [32]. The common ap-
proach however is to determine the system function coefficients indirectly by finding a
suitable continuous filter with system function HC(s) and performing a translation to a
discrete system function H(z). Some of the more common techniques for performing
such translations will be presented here.

5.2.1 Impulse-Invariance Technique

In translating a continuous filter design, of desired specifications, into a digital
filter design, an impulse-invariant approach can be taken. This involves deriving a digital
filter with unit-sample response equivalent to the sampled inpulse response of the given
continuous filter. This technique is described in Refs. 30 and 43, appearing in the latter
as the standard z-transform method. V

It is assumed that the continuous filter used has a transfer function of the form

M

E dksk

e (s) = - o , M < N.N

E k3sk
k=O

29



LAWRENCE M. LEIBOWITZ

| ( , ,.....W3I__

t----4 

A
1

(a) Butterworth (bW Chebyshev

(c) Elliptic

Fig. 5.2-Magnitude-squared characteristics of the standard forms of
continuous-time filters

with distinct poles such that by partial-fraction expansion

N Aft

H'S aft+ok < .

With multiple-order poles this partial-fraction expansion must
When the impulse-invariant restrqint is imposed, then

h(n) = h,(nT),

be appropriately modified.

which implies the translation
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the Fourier series does not converge rapidly so as to make the truncation error negligible,
the coefficients of the unit-sample response must be modified. The unit-sample response
can be truncated by multiplying h(n) by a windowing function w(n). Since multiplica-+t ;l% +I n +4 n- A-n; ;f -n 1n+4 4- +h- i--n inn-, Ani; +1-nh i1-n i #t -nin
LJLtI1s tEL.11C ,I %.A&JEJ1CXL1 10 JVLLVLULULIJA 414V -L_ -3it i-i 41 11,S'- Uses LndL flLAL

5
±Lit LIJ

response characteristic will be the convolution of the Fourier transforms of h(n) and
w(n). Due to the Gibbs phenomenon of Fourier series, a ripple with fixed percentage
overshoot at approximated discontinuities appears in the resulting frequency characteristic.

To reduce the truncation error as well as the effects of the Gibbs phenomenon, a
series of window functions have been developed. These windows are time-limited even
functions and are tapered smoothly to zero at either end. These window functions gen-
erally have reduced sidelobes in their Fourier transforms, with energy concentrated in the
main lobe. Some suitable window functions include the Hamming window [491.

w(n) = 0.54 - 0.46 cos (N n) 0 < n • N - 1,

which has 99.96 percent of its energy in its main lobe, and a family of optimum windows
proposed by Kaiser [43]. The Kaiser window provides, by a parameter adjustment, for
a tradeoff between peak sidelobe ripple and main-lobe width.

5.3.2 Frequency-Sampling Technique

The frequency-sampling technique [29] uses the structure of comb filters cascaded
with a parallel bank of complex resonators, which was discussed in section 4. The de-
sired o u . e s nfllcharaero .ist-4cn is sampled at AT equispaced ATquncies,
where N is the number of samples in the filter impulse response. These samples are set
equal to the coefficients of the Fourier transform of the filter impulse response and are
used in forming the weighting factors in the filter realization.

5.3.3 Computer Optimization Methods

Various techniques have been developed that synthesize optimized nonrecursive
filters of eauiriDole freauencv characteristics. As proposed bv Herrmann and Schuessler
[50], a set of nonlinear equations can be found in which the unknown quantities are
the unit-sample response coefficients and the frequencies at which extrema of the approxi-
mation error occur. The system of equations is formed from constraints on the equi-
ripple frequency characteristic. Hofstetter, Oppenheim, and Siegel [52] present a design
A 1 's_ A_3J _ zD_ ] L_ T-- .-- 1 1. n algoriUthm to prouuce equilippie udsigns by use o1 Ule Lagrange interpolation formula To
obtain a polynomial that goes through the allowable ripple values at the frequencies of
the extrema of preassigned value. Optimized designs of frequency-sampling filters can
be obtained by an algorithmic iterative optimization procedure such as developed by
Rabiner, Gold, and McGonegal [33].

Helms [51] discusses the determination of coefficients for digital filters with equi-
ripple or minimax error. The simplex method of linear programming is used to determine
the digital filter coefficients that minimize the maximum error in the complex response
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for nonrecursive filters. By using integer techniques, a nonrecursive digital filter design
with quantized coefficients can be obtained.

5.4 Spectral Transformations

A general transformation for the translation of a lowpass digital filter, designed by
some available technique, to a highpass, bandpass, band-elimination, or other lowpass
filter is developed by Constantinides [53]. This transformation development is based
on the rotation of the frequency characteristic as represented on a cylinder normal to the
unit circle. The transformation is easily implemented by the mapping z 1 -- g(rz1 ) in a
lowpass-digital-filter system function, with the function g(z-1 ) being given in Table 5.1.
Thus lowpass, highpass, bandpass, and band-elimination filters can each be synthesized
by starting with a lowpass-digital-filter prototype.

5.5 Time-Domain Design Techniques

Historically the design methods for digital filters have generally been limited to
frequency-domain techniques. These techniques mostly involve determination of system-
function coefficients based on frequency-response characteristics of continuous-time
filter theory. Iterative optimization techniques leading to coefficients for approxima-
tions of arbitrary frequency-domain specifications have also been developed. The develop-
ment of design techniques in the time domain, which has been somewhat limited, in-
volves the determination of a system function G(z) to produce a unit-sample response
g(n) as some form of best approximation of a desired unit-sample response h(n). An
exact tiasolution can always be fondlA in thea oen of VTFR filter which will rnt hp

ti,_ 1,1|vls0 1"VW4AVS %_ -s~~ _. S s s u ss Act Tw .- B .

discussed here any further.

For IIR filters the time-domain design problem involves finding all ai and bi such
that the system function G(z) of the design filter is some "best" approximation to the
z transform of h(n), that is,

M

E biz-i
i=O K-1

N A 

1 + E aiz-i i=O
i=1

1lie Solw-t-L. of WhysX0 F.-....IC,-A i noni.
4swne Lny Bflrs QnA Parks [RAI Tha mrat apnarl

form of their solution involves the determination of the filter coefficients from the
matrix equation

LI+ e=A-1 [b
II G -F LoJ'

where h is the K X 1 vector of desired unit-sample response coefficients, e is the K X 1
vector of errors between the design and target unit sample response (gj - hi), A is the
K- X K lower triangular matrix,
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Table 5.1
Spectral Transformations from a Lowpass-Digital-Filter Prototype.

(From Ref. 53 by permission.)

Filter Type Transformation Associated Design Formulas j Comments

.- ra sin( -2w) * - is the cutoff fre-
Lowpass. -e - - quency of theproto-

. , type filter

(i-i +a) a = - C~co ~)T w is the cutoff fre-
Highpass - ( + 2 quency of the de-

-Cos -sign filter

/02 + k +
Cos i

Bandpass k -1 Z2 _- 2ak 1 ,-I + Cs 2 )/

(Bc 2 - dpo\ CTo and C1 are the
= cot T tan 2 upper and lower cut-

2 .. _ off frequencies of
/ . . (@2 + @1) T the design filter

+ 
Cost 2 iT

Band z-2 2_I 1 + _I 2elimi- KCos K+ )co
nation k Z1 2 - Z-k + tn (2 )

_ _ . k =~~~~~ tan ( W~) T t,.LT--' 

aO

ai

0

ao

0

0

... 0 

... 00

0 aGo

b is the (M + 1) X 1 vector of bi coefficients, and 0 is the (K - M - 1) X 1 zero vector.
Solutions that provide a g(n) that is exactly equal to h(n) are possible under certain con-
ditions, such as when K = M - 'N + t. For exact solutions, e will be zero. Solutions
under various conditions of approximation can be obtained. These conditions include an
exact equivalence of g(n) and h(n) at certain sample points such as the first M + 1 or any
M + 1. A g(n) to provide minimization of some function of e can also be obtained.
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There is a unit-sample response that corresponds to a particular frequency response
and phase characteristic of a digital filter. Thus a digital filter with arbitrary frequency
and phase characteristics can be obtained by a time-domain design that approximates, in ,-r
some form, a unit-sample response corresponding to the desired characteristics. Time- i-
domain designs can deal only with an overall frequency specification including both ;.
amplitude and phase. Such a design technique is proposed by Brophy and Salazar 1556. -

Due to the nonlinear programming and related problems involved in the determination of - -.

filter coefficients for a frequency-domain design of a desired HIR digital filter, it is sug- .. -S_

gested that a time-domain design may be more natural. Because of the advantages in
determining initial values for the ai and bi in the time domain, it might be advantageous: 
to first implement a time-domain procedure followed by a frequency-domain procedure :
resulting in a desired overall frequency characteristic. Approximation techbnues si m -

to those of Ref. 54 are discussed in Ref. 55; in addition, results of various example ap-
plying error minimization are presented. C

A time-domain design technique proposed in Ref. 55 requires the determination oi;f
a target time sequence. The approximating filter is then forced by one of several tech- 4.
niques to have its unit-sample response approximate (in a least-squares sense) the target
sequence. Iterative routines are then employed to find values of the a1 and by eoeffi--
cients such that a locally optimum solution is obtained.

6. THE DISCRETE FOURIER TRANSFORM

6.1 Relation to the Continuous Fourier Transform D

The continuous form of the Fourier transform was presented earlier. The analysis
and synthesis forms of the transform, in relationship to the problems of system fre-
quency response and design, are a mode of transformation between the time and fre-
quency domain. To be able to use this powerful transform in conjunction with the comrn
putation advantages of the electronic digital computer requires a form of the Fourier
transform that operates with a finite set of discrete data. The discrete Fourier trans-
form (DFT) is the desired form, which can be derived analytically by taking the con-
tinuous Fourier transform of a periodic, truncated, and discrete representation of the
original continuous function [201 The resulting DFT is -

N- 1 ; t' 

X~h) =Lxln) WN' X < k < NX
n=0

where WN = eJ( 2 W/N).

The development of the DFT can be seen from Fig. 6.1. At each step a time
function and corresponding frequency domain representation are presented, with multi
plication in one domain corresponding to convolution in the other. The time function
of Fig. 6.la is sampled by the pulse train A0(t) of Fig. 6.1b at intervals of T. This
produces the sampled version of Fig. 6.1c, whose periodic spectrum will in general be
distorted unless band-limiting and sample-rate constraints are satisfied. The rectangular
window (Fig. 6.ld) truncates the discrete representation of the signal to a finite set of
N samples. Due to the Gibbs phenomenon the finite duration of the window causes, the
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(From Ref. 20 by permission.)

37

K lt) kX M)

4

t

".O/

'Itt tftIftf--_-



LAWRENCE M. LEIBOWITZ

spectrum of the finite discrete representation of the signal to be distorted (Fig. 6.1e).
To represent the signal spectrum in discrete form it must be sampled by the pulse train
A1 (f), at frequency sample interval 1 ITo. Convolving the time-domain representation
Al (t) of the frequency sampling function Al (f) with the discrete representation of the
signal results in a periodic function %(n) of the N time samples (Fig. 6.1g) with core-
sponding periodic DFT X(k). The DFT relationships operate with the representation of
the signal x(n) and spectrum X(k) limited to the set of N distinct samples as indicated.

An alternative interpretation of the DFT is related to the representation of the
frequency response of a discrete system as the values of the z transform on the unit
circle. Thus the DFT is a sequence of samples equally spaced in angle, on the unit circle,
of the z transform [11]. Since x(n) is interpreted as equal to 0 outside the range
O < n < N - 1, then

N-1
X(z) = E x(n)z-n.

n=O

With z = eJ(2ir/N)k = W- indicating the kth sample on the unit circle, the DFT relationN
results.

6.2 Inverse Discrete Fourier Transform

The DFT is an invertible transform. Thus an original sequence can be recovered by
means of the inverse discrete Fourier transform (IDFT):

x(n) k E X~k)WkN ] < n < 1 N- 1.

This can be shown by inserting the DET relation into the relation for the TDFT [561:

N-1 rN-1 
x(n = 1' 3y [- x(r}Wiri Wnen

Reversing the order of the summations,

NV-1 Nf-1

x(n) = E x(r) EWk
r=O Ok=0

ThCe right side of Cjs equation is x.n) by the orhoJ on± -lia r1eationship:

N-1
LWhrIT (rn N if r = n

k=O
- 0 otherwise.

D" ',. . . il.

I9 ..

T iLD E ~ ~ ~ I

F
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The expressions for the DFT and IDFT differ only in the sign of the exponent of
WN and the scale factor of 1/N present in the expression for X(h). Thus the form of
the IDFT can be expressed as

x(n) =X*k)Wn

where the superscript asterisk indicates complex conjugation [57]. Thus any computa-
tion algorithm applicable to the DFT can be used to compute the IDFT.

6.3 Properties of the DFT

A knowledge and understanding of the fundamental properties of the DFT is im-
portant for its proper and efficient use. This is particularly true when applying an ex-
tremely efficient algorithmic form of the DFT tombe discussed later. Several of the im-
portant properties will be discussed here, and the presentation of elementary properties
and their proofs in the literature will be cited.

6.3.1 Periodicity

The function Wkn is periodic of period N; therefore

Wn = wh(n+N) - w(k+N)n
WN N N

Thus the DFT, X(k), and its IDFT, x(n), are also periodic of period N with the
relationships

x(n) = x(iN+n), i = 0 +1, ±2,

X(k) = X(iN+k), i = 0, ±1, ±2,.

x(-n) = x(N-n)

X(-k) = X(N-k).

In light of the above relationships, the DFT and IDFT can be considered to be defined
on a circle of circumference N at discrete points 0, 1, 2, . . . , N - 1. Thus the trans-
forms are uniquely defined for a single traversal of the circumference, with the periodicity
relations applicable to multiple as well as clockwise and counterclockwise traversals.

6.3.2 Other Useful Properties

With some alteration for discrete representation, many of the properties of the con-
tinuous Fourier transform are applicable in the case of the DFT. These properties are
presented and proved in the literature with respect to linearity, symmetry, even and odd
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sequences, complex-conjugate sequences [58,59], sine and cosine transforms [60], etc.
One of the most useful of these properties is the linearity relation that the DFT of a
complex weighted sum of sequences is the identically weighted sum of the DFT'a of the ' t
sequences. That is, if the DFT of sequences x(n) and y(n) are X(k) and Y~e) respec- "1 t 2 J
tively, as denoted by

x(n) e* X(k) L
and

y(n) <e- Y(k),

and a and b are some complex numbers, then

ax(n) + by(n) e aX(k) + bY(k).

Another important property involves the relationship between a sequence and its.
DFT when they are circularly shifted along their time (in) or frequency (k) axis. Such a
shift in the time sequence causes a phase change in the DFT of the sequence, and a
shift in the frequency axis results in a phase change in the corresponding time sequence.
This is denoted by

x(n - m) *' Wr"jX(k)

and

W4nx(nY <*- X(k - i).

The elementary properties of the DFT have been used for ease of evaluation of the
DFT. For example it can be shown [581 that the DFT of two real functions can be
performed sirmult.aneoullsy. Tp x1 (n) and n -An\ hp rotal with r(n)-. (vi <Vbl and +
x 2(n) e X2(k). Forming x(n) = xl(n) +jx2 (n) with x(n) - X(k) and applying the
linearity property, X(k) X1 (k) + jX2 (k). The desired DFT's are then

XI(k) - -X(k) + X*( I - k)

and

Xik - X*(N -/k;
X2(k) = S- 2 2i~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~f.

Similar procedures can lead to the evaluation of a 2N-point DFT of real data by means
of an N-point DET [601.

Another important property of the DFT which will be discussed later is that the
circular convolution of two sequences is the IDFT of the product of the DFT's of
each of the sequences.
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6.4 Computation of the DFT

Considering the DFT as presented, the direct application of the expression can be
represented as a set of N equations of the form

X(k) = X(O)Whj0 + x(1)Wzl + x(2)Wk42 + ... + X(N_,W (N-1)

where k = 0, 1, 2,... , N - 1. As defined earlier, WN = eJ(2W7r/N) which is of course
complex, and each of the weighting factors of the general form wkn can be representedN
in terms of its real and imaginary components as cos (27r/N)kn - j sin (2ir/N)kn. Since
any term x(n) will in general be complex, each of the N terms of the above equation for
X(k) involves a multiplication of two complex factors and evaluation of the sum involves
N - 1 complex additions. Evaluation of the DFT involves N such equations and thus
requires N2 complex multiplications and N(N - 1) complex additions. The efficiency
of computer operations involves the processing time, storage requirements, and number
of accesses to that storage. The number of machine arithmetic operations is then a
measure of efficiency of a computation procedure. Direct DFT computation requires
4N2 real multiplications and N(4N - 2) real additions [11]. The amount of computation
time and the related complexity is thus proportional to N2 , which is quite large for large
values of N. In the literature an operation with respect to the DFT refers to a complex
multiplication and addition. Thus direct DFT computation requires approximately N2

operations. The desire for application of the DFT as a computational tool for analysis
in a wide range of scientific endeavors has greatly increased. With typical requirements
for DFT's of N = 210 and greater, the number of real arithmetic operations required
are such that the computation cost restricts the full potential of DFT applications. An
extremely efficient algorithm that overcomes this restriction is discussed in the following
section.

7. THE FAST FOURIER TRANSFORM

The desire to use the DFT in a wide range of applications, even prior to the com-
puter age, led to techniques that reduced the number of required arithmetic operations.
An interesting history of the development of such techniques is presented in Ref. 61.
These techniques are based on the computational economy derived from the symmetry
and periodicity of the sine and cosine functions. The development of these techniques
dates back to 1903 in the work of Runge [621. Danielson and Lanczos [63] generalized
Runge's work in 1942 to an efficient computation scheme for N equal to an integer
power of 2. Another line of development, based on analysis and design of experiments,
including the work of Yates [64] and Good [65], led to other efficient techniques.

The most generalized of efficient DFT computation techniques was disclosed by
Cooley and Tukey [9] in 1965. When N is an integer power of 2, the Cooley-Tukey
method is similar to earlier methods. The Cooley-Tukey method is more general, how-
ever, since it can be used when N is not an integer power of 2 but is a highly composite
number. Therefore, if N has m factors, such as N = nin 2 ... nm, a number of opera-
tions proportional to N(nI + ni2 + . . . + nm ) are required as opposed to N2 operations
for direct evaluation. In general, if N > 4, then n1 + n2 +. . . + nm < N.
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for direct and FFT computations of the DFT

The disclosure of a highly efficient algorithm for the computation of the DFT [91
led to the development of several other algorithms with similar savings in computation.
The class of such algorithms is collectively known as the FFT or fast Fourier transform.
The computational efficiency of the FFT is demonstrated in Fig. 7.1, which is a plot of
number of operations versus N for the direct computation of the DFT and for the oET
computation [57]. This high efficiency is derived by breaking down an N-point DFT
into a set of smaller transforms. There are various forms of the FFT algorithms as well
as aternlabe derivation:s of each. Several of these fornins will be discussed here.

7.1 Algorithms for N = 2 m

7.1.1 Decimation in Time

The original Cooley-Tukey form of the FFT corresponds to the decimation-in-time
algorithm. A modified form attributed to Sande [59] is decimation in frequency, other-
wise Known as the Sande-Tukey method. Tne derivatiou of the Lwo forms iS present
in Refs. 59, and 56, with somewhat more mathematical detail in Ref. 59.

If a sequence x(n) is considered to be composed of N samples, or points, of two
sequences x(2n) and x(2n + 1), n = 0, 1, 2, . . ., (Nj2) - 1, that is sequences of N/2 even
points and of N/2 odd points, then the DFT of x4n) can be represented in terms of two
DFT's of Nf2 points each. Thus [56,111 the DFT of x(n) is
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(N/2)-1 W2nk + x(2n + l)W(2n+l)kl 1
X(k) = ~ x(2n)WN x(n N j k = 0, 1, 2,..., N -I

or, since WN = WNI2 ,

(N12)-1 (N2)-1nk
X(k) x x(2n)Wfr12 + W x (2n +l)WN; 2 , I = 0,1, 2,. .. ,N- 1

nO n0O

If the DFT's of x(2n) and x(2n + 1) are A(k) and B(k), where k = 0, 1, 2, .... , (N/2) - 1,
then

k ~~~N
X(k) = A(k) + WN B(k), k = 0,1, 2, 2 1

Since the DFT is Deriodie. as was discussed earlier, the values of A(k) and B(I) for
k < N12 repeat for k > N12. Therefore

X(k + 4) = A(k) + Wk+(N1 2 )B(k), k = 0, 1, 2,... N - 12 "N~~~~~~~~'
and, since WN/2 = e -j(2r/N)(N/2) = -1

x(k +e) = A((k) - W- B(k), k = 0,1, 2.... 9

Thus the DFT of a sequence x(n) of N samples can be found from the DFT's of two
sequences of N12 samples each. The decimation-in-time algorithm performs DFT's on
smaller and smaller subsequences of the input sequence.

To illustrate the application of the preceding results, the signal-flow-graph repre-
sentation will be used. In Fig. 7.2 two sequences of even and odd samples are each pre-
sented to an N/2-point DFT. The results of these DET's are combined as indicated in
Fio. 7.2 hv enuations for XMk) and XIk + (N121]. This reduction process can be con-
tinued by next presenting four sequences, each of every fourth sample, to four N/4-point
DFT's and combining as above. If N = 2'", then m reductions can be made until N one-
point DFT's are required. The signal flow graph of the decimation-in-time algorithm
results, as indicated for N = 8 in Fig. 7.3. Each vertical column of nodes represents an
iteration of the algorithm, there being a total of m = log2 N iterations required for
N= 2m.

Several factors are to be noted in this development. Those branches with unity
transmittance as well as those with Wk = +1 require no multiplications. The final form
of the graph requires that the input order be scrambled. This order corresponds to
normal sequential order with the ordering argument represented in binary form with
normal binary weighting order reversed. This is often referred to as bit reversed order.
From the signal flow graph it can be seen that, for this particular ordering of x(n), at
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Fig. 7.2-Signal flow graph illustrating reduction of an N-point DFT to two N12-point DFT'S using the
decimation-in-time algorithm

each iteration of the transform a pair of nodes in the ith iteration affects only the cor-
responding pair in the (i + 1)th iteration. The interval between those nodes increases by
a factor of 2 in each iteration. This distinct pairing of nodes between iterations permits
the algorithm to be essentially computed "in place," with the results from each iteation
replacing nr haing xrnifon in menrr n~ror fha resucil+c rf the nrornia l-e+;onn cuss I

F, r b ... ,†... .e in m em .- Vt- .. .- -l-ttL% -P UJA Fk _ _ -.!A 4J ±tWf. AA!%4Q S

algorithm requires the implementation of a basic computation pair of the form

Xi+1(p) = XJ(p) + W"Xi(q)

and

Xi+ 1(q) = Xj(p) - W"X1 (q)

for node pair (D, a) in the (i + 1)th iteration as computed from the corresponding node
pair from the ith iteration [11]. Multiplication by the weighting factor need be per-
formed only once for each pair and used in the sum and difference relation. With such
reductions in computations for N = 2m, the resulting algorithm requires a number of
operations proportional to N log2 N.
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tt3, W- 4((6
Fig. 7.3-Completely reduced signal flow graph for the

decimation-in-time algorithm (for N - 8)

The signal flow graph for decimation in time can be modified by properly inter-
changing the sets of horizontally adjacent nodes to provide for transformation with in-
puts in naturally ordered sequence as shown for N = 8, in Fig. 7.4. In this case the
spectral samples or outputs are in scrambled order, and the exponents of WN, which
can be computed or stored in mem -y- are used in natural oder. This natural-ordered
input form of the decimation-in-time algorithm corresponds to the original form of the
Cooley-Tukey algorithm [9]. Another form of the decimation-in-time algorithm which
provides for inputs and outputs in normal-ordered form [56] is attributed to Stockham.
In this case exponents are used in normal order but computation can no longer be
performed in place.

7.1.2 Decimation in Frequency

The decimation-in-frequency algorithm reverses the roles of x(n) and X(Ic) and thus
accomplishes computation efficiency by performing DFT's for smaller and smaller sub-
sequences of X(k). Let a sequence x(n) be composed of N samples of two shorter
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Fig. 7.4-Rearrangement of the signal flow graph of Fig. 7.3
for computation with naturally ordered time samples

sequences of x(n) and x[n + (N/2)], n = 0,1, 2, . . ., (N/12 -1, of the first ar
samples each. Thus [ 56,11 ]

X(k) = N- {x(n)W lN + +N

= ;N121 [(n) + W(N12)c x(n + !P)}w~kl

when the frequency sequence is decimated, X(2k) and X(2k + 1), k = 0, 1, 2
(N/2) - 1, consisting of the even and odd frequency points, are formed. Froi
ceding equation for X(k), since (WZN12 ) 2 = 1,
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X(2k) =jn)+ x(,n + /
n=O 

and

X(2k + 1) = N2[(n) + wZI2x(n + N)] W(2k+

n E [N (2 ] 

- ~ xn)- x ( + N)

Thus X(2k) is the N/2-point DFT of the sum of the first and last N/2 time samples,
and X(2k + 1) is the N/2-point DFT of the difference between the first and last N12
time samples multiplied by WNn. The signal flow graph of Fig'. 7.5 shows the reduction
of the N-point DFT to two N/2-point DFT's of the functions as described in the above
equations. Each N/2-point DFT can be replaced by two N/4-point DFT's, then by four
N/8-point DFT's, and so on. The completely reduced form for N = 8 is shown in Fig.
7.6 and like the decimation-in-time algorithm requires a number of operations propor-
tional to N log2 N. For this form of the decimation-in-frequency algorithm the time
samples and exponents of WN are used in natural order, producing frequency samples
in bit reversed order. Because the computation at a pair of nodes in an iteration depends
on only a unique pair of nodes in the previous iteration, computation can be performed
in place. From Ref. 11 the basic computation pair of the decimation in frequency
algorithm is

Xi+,(p) = Xi(p) + Xj(q)

and

Xi+1 (q) = [Xi(p) - Xi(q)I WK.

It is also shown in Ref. 11 that the form of these equations can be derived from the com-
putation pair for decimation in time and that there is a transpose relation between
decimation-in-frequency and decimation-in-time signal flow graphs.

The decimation-in-frequency signal flbw graph can be rearranged to provide naturally
ordered frequency samples but with time samples and coefficients used in bit reversed
order. A form with time and frequency samples in natural order can be found, but
computation is not in place.

7.1.3 Other Formulations

A matrix development of the FFT algorithm when N is a power of 2 is presented by
Brigham and Morrow [66J and gives a different view of the efficiency in the FFT computa-
tion. The DFT can be represented as a matrix relationship

47



LAWRENCE M. LEIBOWITZ

I.

0 . --

X (3

I r=

* xto: I:

Z xEN-I):

Fig. 7.5-Signal flow graph illustrating reduction of an N-point DFT to two N/2-point DFT's using the
decimation-in-frequency algorithm

[X(k)] = [W14] ]X(n)] .

Using matrix factoring, interchanging of rows, and the unity value of many of the terms
Mi [ }, a computationally more efficient form of the DFT results. For N = 4 the
matrix equations are

X(O)

X(2)

X(1)

X(3)

1 WN

1 W2

0 0

0 0

0 0 1OO 1 WN

6 O 1 WNV

1 0 wN° 0

0 1 0 W°

1 ° WN

0 1 0

0

w 2
N

X(0}

x(1)

x(2)

x(3)

whic can be show to require Nm/2 = 4 cmplex multipications and Nm
additions compared to N2 = 16 complex multiplications and additions.
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-WN - w -WM

Fig. 7.6-Completely reduced signal flow graph for the decimation-
in-frequency algorithm (for N = 8)

A theoretical formulation of the FFT algorithm is presented by Cooley and Tukey [9].
This involves representation of the DFT with k and n expressed in binary form with respect
to summation representation and exponent representation. The efficiency in computation
derives from simplifications due to periodicity in the powers of WN following separation of
the components of n for decimation in time or of k for decimation in frequency. Thus, if
k and n are represented in binary form as

k = km2m-1 + .. + h12 + ko

and

n = nm 1,2m- 1 + + n12 + no

with ki and ni being binary components of value 0 or 1, the DFT can be expressed as

mule "1o) LL * Lm-1nm 19 n~wkinm-m2m-1+1., no)
no nj nM-I
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This sum can be computed as a series of m successive arrays X1 , X2, . x m, X based on.... :
the initial time samples in array x. Using simplifications due to the periodicity of : :
powers of WN and separating components of n for decimation in time, the resulting
arrays are - -

Xi(ko, hi-,, nerdil .,, no) e:~r2is0

- x x- 1(ko,. .- ,ki2,nm-i, no) W, p.'

nm-i,

i =1, 2, . . ., m, where Xi is the array resulting from the ith iteration, the mth array
being the resulting DFT sums. For decimation in frequency the components of k ale
separated [201. Also, the algorithm can be derived for a base 4 by expressing k and a . i
in quaternary form. ':.;j:K,

7.2 Techniques for Highly Composite N 0 if

The techniques discussed up to this point apply only when N is an integer power of
2. Obviously such a limitation would restrict the practical application of the algorithm.
The great power of the Cooley-Tukey algorithm and other variations generated subsequent
to their disclosure [9] is in its more general applicability when N is highly composite,
that is, N = rr 2 . . rm. The methods of derivation described previously for decimat .:'
in time and decimation in frequency can be extended to this more general case of N .:
being highly composite [561. If N has a prime factor p, then in developing the decima-w 
tion in time or frequency algorithm, p subsequences X(ph + i) are formed, each having
N/p-point DFT's. This procedure can be extended with further simplifications in the
DFT's if N has other prime factors.

With respect to the theoretical FFT development discussed earlier, the successive
arrays computed in each iteration of the algorithm can be modified for N = r r2 .,. rm '
by expressing k and n in a mixed radix representation [67]:

k km-l(rlr2 . . rm-1) + km-2(rlr2 . .. rm 2) + + k11r + ko

and =he re(r~ rm) + nm 2(r~r 4 ... rm) + + firm + no,

where

ke-l I 0, 1, 2.., ri - 1, I Si <M

and

ni = 0,1, 2,.**, rmi- 1, 0 < i < m -.
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The recursive equations for the successive iterations presented previously are accordingly
modified such that they can be separated into a set of simpler transforms of rl, r2, -. ,
rm points. Thus the computation to obtain xm requires a number of operations propor-
tional to N(r1 + r2 + ± * * + r.)

7.3 Techniques for N a Prime Number

Up to this point, FFT techniques have been presented for N a power of 2 and N
highly composite. Techniques have been developed to include the case of N a prime.
The chirp z-transform (CZT) algorithm, due to Bluestein [68,69], permits the computa-
tion of the DFT to be performed by means of the FFT for any value of N including
primes. In the expression for the DFT,

N-1
Xlh) = 1E x(n)Wnk,

n=O

Bluestein [69] uses the substitution

N2 + n2 +2 - (N + )2
2

or, since WhN to any integer multiple of N is unity,

n2 + I2 _ '- 19
nk= 2

which results in

N-1
X(k) -x1 x(n)W 2/ 2 wgk-n) /2 k = o0,1,...,N-1.

n0O

From this expression it can be seen that if

y(n) = x (n)12W2x~)N

then

X(k) = Wk 12 * W(n2/2)1

Thus the DFT is related to a discrete convolution. As will be shown in the next section,
such a convolution. nn be computed by two DFT's, a multiplication of sequences, and
an IDFT. Each of the three transforms can be performed using N'-point-FFT power-of-2
algorithms, where N' - 2m > 2N - 1. Thus X(k) can be computed in a number of
operations essentially proportional to N' log2 N'.
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The CZT is actually used more generally to evaluate the z transform of an N-point
time sequence at any M equiangular points on a spiral contour of the z plane [701.
When the spiral contour is specifically the unit circle and N = M, the CZT is equivalent
to the DFT. Details of the computation are provided in Ref. 70. A technique for the
specific case of N a prime is disclosed by Rader [711. This technique uses the properties
of primitive roots to represent the DFT, when N is a prime, in terms of a discrete con-
volution which can be computed by power-of-2, or highly composite, FFT techniques.

8. DISCRETE CONVOLUTION AND CORRELATION __

8.1 Relation to Convolution and Correlation Integrals

The convolution integral [191, generally expressed as

y(t) = f x(t)h(t - r)dr,

represents the response y(t) of a system with impulse response h(t) to an input stimulus
x(t) [721. The value of the system output at time t is thus the area under the product
of x(t} and the mirror image of her) about the r = 0 axis, shifted by t. For practical
systems, which possess the properties of stability and causality, the integration limits will
be 0 < r < T, where the system response is 0 prior to r = 0 and 0, or negligible beyond
r = T. The convolution integral can be thought of as representing the resultant response
of a system to an input represented as a continuum of unit impulses with amplitude
weighting x(r). A similar line of reasoning, applied here earlier in the discrete case with
the unit-sample sequence, led to the development of the discrete convolution or convolu-
tion sum,

N-1
y(n) 2 x(m)h(n - m),

m=0

where the summation limits are compatible with application to practical systems. In
general this relationship describes a linear discrete convolution. The nth value in the
output sequence is determined as the sum of the products of each input sample, with the
corresponding samples of the time-reversed representation of h(m) shifted by n- units-of--
time. In both the convolution integral and convolution sum, either of the convolved
functions can be selected for displacement. Thus convolution is a commutative opera-,
tion, and the order of convolution in the preceding expressions can be reversed.

The utility of the convolution integral and its discrete representation, by which it
can be computed by means of modern digital computer techniques, is in its ability to
permit determination of the response to a general class of input signals with only a
knowledge of the impulse, or unit-sample response, of the system. Thus convolution
has broad applicability in various fields of engineering and science. A limitation to its
usefulness in its direct form is that in general the number of operations required to
compute the convolution sum is N2 .
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The correlation integral [19] is generally represented as

X (0 xt) t r, , 7 s|-)7-,

yat) = }xtTrnh t + rad,

differing from convolution in that there is no time reversal, or folding about r = 0. The
correlation sum for practical systems is

N-1
y(n) - 1 x(m)h(n + m).

m0=

Correlation is often referred to as the lagged-product operation. The relationship between
discrete convolution and correlation is evident from their defining expressions. The differ-
ence is that there is no time reversal in correlation. The correlation operation is not com-
mutative [58]. If the sequence to be shifted is an even function, convolution and corre-
lation are identical. Because of the similarities, further discussion will center on convolu-
tion, and any differences with respect to correlation will be noted.

8.2 Application of the Convolution Theorem

The convolution theorem of Fourier analysis, as presented earlier, establishes a
Fourier-transform-pair relationship between convolution in either the time or frequency
domain and multiplication in the other domain. Thus in the continuous case the convolu-
tion ineaarnl an- ho aiuanteorl frnrn theo invorse Fnirier transfnrm Af the nrnodiirt nf the
Fourier transforms of x(t) and h(t) [72]. By direct substitution of the expressions for
x(n) and h(n), in terms of IDFT's, into the convolution sum [58], or substitution of the
product of the expressions for the DFTs of x(n) and h(n) into the expression for an
IDFT [56], it can be shown that the convolution theorem applies in the discrete case
and can be expressed [58] as

N-1
2 x(m)h(n - m} i) X(k<>~k).
m0 .

However, since the DFT is periodic, as discussed earlier, the multiplication of DFT's
applies to convolution of periodic functions only [73]. To permit application of the
convolution theorem in the discrete case it is necessary that the discrete time functions
1, .A- Pr A;FA l om T ;h-e ; -Llu 1-; i a nnnyI- -1-4-- b- - -. 1-4-A -rArlrt NT
LJC IIAC 0J) A L tAl_ V . ± ass ^1ZUU11E314 0Bs11 V.ICV tYaLUatl 111J1. A llltJ JAN

and convolution of periodic functions is considered as a circular convolution in that the
samples shifted out of one end of a period are shifted back into the other end. With
respect to discrete correlation a Fourier-transform-pair relationship similar to that of the
discrete convolution theorem exists and can be expressed [58] as

N-1
L x(m)h(n + m) - X*(k)H(It)

m0=

where the superscript asterisk indicates complex conjugation.
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To visualize circular convolution, let each periodic time sequence be represented I
around a surface of a cylinder with a circumference of one period or N sample points.
Let one cylinder be placed within the other, with each point in the convolution being,;
con i.ted hby the-h sum nf -h-o nronfrir*c nf n1l rrnrnan rnin~tc ArP nanoh er-ulndar fuily ;

lowing a unit circular shift of one cylinder relative to the other [11]. The circular shift, f
by which sample values are shifted from one end of a period into the other end, causes
the convolution result of one period to interfere with the result of the following penod '
[20]. To perform a linear convolution by means of a circular convolution, the sequesaL
to be convolved must be suitably modifmea by inclusion of sufficient zero-valued samptin ;
to isolate each period. This modification requires that two sequences to be convolved,
of P and of Q samples be appended with Q - 1 and P - 1 zero-valued samples respec- '.K"

tively so as to be each represented by a period of N = P + Q - 1 samples [20,73J. This dJ

ensures that there will be no overlap in the resulting convolution of period N which ap- d
proximates the continuous convolution. thus aperiodic or linear convolution in the > '
discrete case can be performed by use of the DFT. To improve the efficiency of the .- 
convolution computation, the number of samples required to define each function in its *' '
periodic representation can be minimized by initially shifting the nonzero samples dee . '. f IS
iniiiiig a iunction left-W-lW4Lud Co Ulhe i 4rIU IGiandiir a sitUale co Lettion AU n ta1 e 11 al Z WAA Aft7j1
convolution [731. For computation of discrete correlation, improved efficiency iS att-
tained if the sequence to be shifted in the correlation is initially shifted to the extreme I
right of the periodic interval and the other sequence is shifted to the extreme left, with
suitable correction following the computation [203. In convolving an infinitely long 4
sequence with a finite sequence of duration Q, the resulting sequence contains a periodic 4 .%
interference error in the first Q - 1 sample points [731. This is also often referred to
as the end effect [20].

qinrA thp t-nnurilntinn thenrpm is annhabhle tn the discrete ease. the convolution 4
sum can be evaluated by two DFT's, a multiplication of the two resulting DFT se-
quences, and an IDFT. Since it was shown here earlier that an IDFT can be performed
by a DFT, three DFT's are required. The desired application of discrete convolution to 'V
continuous functions results in some error. This is due to periodic-interference 1 or wrap-
around, error and to evaluation of the convolution integral by the convolution sum
which is effectively equivalent to approximation by the trapezoidal rule for numerical
integration [72].

To demonstrate some of the concepts discussed, an example of a convolution [201
is presented in Fig. 8.1. Figure 8.1a indicates the continuous convolution of the,
aperiodic time functions x(t) and h(t). In Fig. 8.1b these functions are sampled and
made periodic with period N < P + Q - 1, so that the resulting discrete convolution
displays periodic overlap error. Figure 8.lc shows the discrete convolution with N = D
D + fl 1 so that On overlap er-or euo,,ltc Tf N > P 4+ -) 1 a cnrronf aonor4li^i vli^toa,
convolution as in Fig. 8.lc would appear in each period, but there would be redundant
zero samples following the nonzero samples of the convolution. As the sample interval
is made smaller, the resulting discrete convolution would more closely approach the
continuous convolution within a constant scaling factor.
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Fig. 8.1-Examples of continuous and discrete convolution.
(From Ref. 20 by permission.)

8.3 FFT Convolution and Correlation

It would appear that performing a discrete convolution or correlation by three
DFT's is taking a long approach, since direct computation requires the evaluation of
only a sum of N products for each sample point of the result. This would be a long
approach if the DFT could be evaluated only directly. However, following disclosure of
the basic FFT algorithm by Cooley and Tukey [91 as described here earlier, Stockham
[74] proposed the concept of high-speed convolution and correlation whereby the re-
quired DFT's are evaluated by means of the FFT algorithm. Since the FFT for N an
integer power of 2 requires a number of operations proportional to N log2 N, high-
speed circular convolution of two sequences of length N requires a number of operations
proportional to 3N log2 N plus N multiplications. Similar savings are possible for highly
composite values of N. Based on his experimentation, Stockham [74] finds that the
accuracy of the high-speed FFT procedure is as good or better than that of direct com-
putation of discrete convolution by sums of products.

If the sequences considered for convolution are real, as is often the case, the prop-
erties of the DFT can be used to effect two real N-point transforms by means of a
single complex N-point FFT [60]. The basis for this savings is the representation of the
two real-valued sequences as the real and imaginary parts of the complex sequence to be
transformed. Thus for real-valued sequences the number of operations and the resulting
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computation time are approximately halved. Stockham's results [741 show high-speed
convolution to be faster than direct evaluation for approximately N > 28, with an esti-
matied computation-speed improvement of SO timIes for N = I012

The FFT is strictly a highly efficient algorithm for computing the DFT. Thus the
previous discussion with respect to the DFT applies directly to high-speed convolution : -
and correlation by means of the FFT. The details of the application of the FFT to , -
computation of discrete convolution and correlation are presented in Refs. 20, 73, 74,
and 75. To perform convolution of the sampled function x(nT) of aperture P and
starting point a with the sampled function h(nT) of aperture Q and starting point b,
where T is the sampling interval, it is first necessary, as in the, case of direct evaluation,
to shift the sequences to the origin to obtain computation efficiency by reduction of
the effective periodic interval. Thus

x(n) = x(nT + a) n =0,1,...,P- 1

h(n) = h(nT + b) n =0,1,..,Q1.

It is also necessary to augment the shifted sequences with sufficient zero-valued samples
to eliminate overlap effects. As described previously, this requires that each augmented
sequence be at least of length N - P + Q - 1 with redundant zero-valued samples appearo
ing in the resulting convolution sequence for values of N beyond the minimum. Assum-
ing a radix 2 FFT algorithm, it is necessary that N also be some integer power of 2.

'Thus the value of N should be chosen such thatj

N = 2m > P + Q - 1.

Then the augmented portions of the sequences are described as

x(n) 0, n =PP+1,..., N-1,

and .

and = U, n Q Q. v i, N, t i.

The N-point DFT's of x(n) and hin), X(k) and H(k), are computed by means of the r

FFT, and then the product of corresponding samples, X(k)H(k), is evaluated. The
MOFT of this nroduct iR found hby enm-nutin the comnlex ennitiatoe of the nFT Mf
(1/N)[X(k)H(k)]* to give the desired convolution sequence. The FFT computation of
discrete correlation, as described in Ref. 20, differs from convolution in two respects. . M
First, the sequence to be shifted in the correlation is shifted to the upper end of the
periodic interval N, with the zero-valued samples placed at the lower end of the interval.
Second, the frequency-domain product is performed using the complex conjugate of the
unshifted sequence, or kernel, of the correlation.

Q A QpnC+nirnn

The discussion on convolution and correlation to this point has been limited to
sequences that are finite in extent. In many practical applications the sequence h(n)
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Fig. 8.2-Overlap-add method of sectioning

representing the unit-sample response of a system will he finite or can be suitably approxi-
mated by a finite sequence. The input sequence x(n) however could have an extent that
is infinite or beyond the capacity of available memory. Even if it is possible to compute
the convolution, or correlation, for some situation where P > Q, there would be con-
siderable delay in the generation of the results, since the resulting convolution could not
be computed until all input samples were available. One of the most significant aspects
of the high-speed convolution and correlation disclosure of Stockham [74] is the pro-
posal to overcome these problems by sectioning the input data so that a series of smaller
procedures can be performed. The methods that have been developed for sectioning
make FFT convolution and correlation viable procedures in practical applications with
extended input signals.

8.4.1 Overlap-Add Sectioning

The method of sectioning first proposed by Stockham [74] and described further
in Refs. 73 and 75 is the overlap-add method. The following description of this method
is aided by reference to the diagram of Fig. 8.2. It is assumed that the unit-sample
response h(n) of aperture Q is to be convolved with the M-point sequence x(n) which is
in general a portion of a longer or possibly infinite sequence, with M > Q. In this
method the sequence h(n) is considered as augmented with N - Q zeros to form a
periodic function of period N. The sequence x(n) is partitioned into sections of
N - Q + 1 samples. By appending Q(- 1 zero samples to each of these sections, periodic
sequences xi(n) of period N are formed. Then

K-1
x(n) = Lx(n),

i=O

where K is the number of sections required. The purpose of adding Q - 1 zeros to each
section is to prevent overlap error, as discussed previously. From the representation of
x(n) as a sum of the overlapping sequences xi(n), it can be seen that the convolution of
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Fig. 8.3-Select-save method of sectioning

x(n) and h(n) can be performed as a summation of the shorter convolutions yi(n) of each
xrdn) sind hin) Inoprformint rhesec nnuvoifions byu inan nf arndlix.2i gornrithnm it is
necessary that N be an integer power of 2. The overlap-add operation thus consists of
shifting forward N - Q + 1 samples to the next xi(n), starting with i = 0, performing the
convolution of xi(n) and h(n}, and adding each result y1(n} through i = 1 - 1 to an ac-
cumulation y(n) which will represent the overall convolution.

8.4.2 Select-Save Sectioning

The select-save method of sectioning was proposed bv Helms [751 and is discussed
further by Stockham [73], Brigham [20] , and others as the overlap-save method. The
description of this method that follows is aided by reference to Fig. 8.3. In this method
both the augmentation of h(n) with zero-valued samples and th'e determination of the
value of N are performed in the same manner as in the overlap-add method. The effec-
tively periodic sequences xi(n) of period N are formed from xQ4 -The seq-uene x0(n)
consists of the first N samples of x(n). The remaining sequences xjfn), i > 1, are formed
from the last Q - 1 samples of xi, (n) followed by the succeeding segment of N - Q + 1
new samples. Thus, if the number of total samples M of x(n} is finite, the number of
sequences xi(n) will be K, the same as in the overlap-add method. The FFT convolution
of h(n) and each sequence xi(n) is computed as described previously. In each resulting
convolution sequence yi(n), of period N, the first Q - 1 samples are invalid. The correct
overall convolution y(n) is formed by appending the succeeding sequences of N - Q + 1
valid sample points from each succeeding yi(n). Because of the end effect the first Q - 1
,roluie ov ydni Irot unrlcefincA The mtahnod nf frrminu v(yn) frnm the yvn' can he shown
as follows:'
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y(n) undefined, n = 0, 1, . Q - ( - 2,

y(n) = yo(n), n = Q 1,Q...,N-1,

y(n +N) = yl(n+Q-1), n = 0,1,...,N- Q,

y[n + 2N- (Q - 1)] = y2 (n + Q - 1), n = 0,1,.. .,N-Q.

y[n + iN - (i - 1)(Q - 1)] yi(n + Q - 1), n = 0.1,...,N-Q.

8.4.3 Determination of N

With respect to either sectioning method, if it is assumed that M > N - Q + 1,
that is, K > 1, then the computation time of H(k) can be ignored since it need be com-
puted only once. Thus the number of N-point FFT's required is 2M/(N - Q + 1). Larger
values of N reduce the total number of FFT's but increase the number of sample points
involved in each FFT. It is desired to find the value of N that optimizes the overall com-
putation time. This has been done numerically by Helms [751 for various ranges of
Q, and the results are shown in Table 8.1. If N becomes too large in relation to avail-
able high-speed memory, Stockham [73,74] suggests that the unit-sample response h(n)
be split into "nackets" which are considered individually, sr separate unit-sanple re-
sponses, with the results added together after suitable shifting. It is determined experi-
mentally that, to avoid packeting, N must be limited to about 1/8 of the total memory
not used for the program.

Table 8.1
Optimum Values of N for High-Speed Convolution
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If the time sequences involved in the computation are real, the economy of the
method of performing two N-point real FFT's by one complex N-point FPT, as de-
scribed earlier, can be applied to reduce the total computation time of sectioning by
approximately half. This is accomplished by combining pairs of successive sequences.
xi(n) and xiI (n) as the real and imaginary parts of the input to a complex FFT. The
desired DFT's Xi(k) and Xi, I (k1 are found from the resulting complex transform as
described previously.

8.5 Applications of High-Speed Convolution and Correlation

The concepts of high-speed convolution and correlation are applicable to the solu -K
tion of computation problems in various areas of digital signal processing and discrete
system representation. These include digital filtering, spectral estimation, and the com-
putation of DFT's.

As discussed earlier, the convolution sum permits the determination of the output
of a discrete system from a knowledge of the unit-sample response of the system. Thus
a discrete system may be implemented by means of a discrete convolution using a unit-
sample response determined by experimentation or by mathematical analysis based on
the desired performance of the system. The unit-sample response must of course be non-
zero only in a finite interval or must be approximated as such. Such systems designed
specifically to possess desired system-frequency-response characteristics, were classified
here earlier as digital filters. Digital filter designs are generally realized using finite-
difference equations, the computations for which are much faster than those required
for high-speed convolution. Stockham [741 suggests the high-speed convolution tech-
nique to accomplish filter characteristics beyond the capability of simple difference-
equation techniques.

A discussion of digital filter design using high-speed convolution is presented by .
Stockham [73] and Helms [75]. The required unit-sample response is determined from
the desired frequency response by transforming, truncating, applying window functions to
reduce Gibbs phenomenon effects, inverse transforming, and testing for comparison with
desired characteristics. Helms [75] and Gold and Jordan [311 discuss the realization
of difference equations, in the form of discrete convolutions, computable by high-speed
techniques.

Power spectra can be estimated directly as the square of the magnitude of the DFT
of a windowed time sequence. By an indirect method, spectra can be estimated as the he
DFT of the autocorrelation sequence multiplied by a suitable window function. Rader
[76] proposes the use of high-speed FFT correlation, using a sectioning technique, to
compute the autocorrelation. The DFT for values of N not suitable for the FFT can bei
computed using high-speed convolution based on the representation of the DFT as a
discrete convolution by the CZT algorithm described previously in the section on the
FFT.

9. QUANTIZATION EFFECTS

In the implementation of continuous systems the value of components required to
exactly meet a desired specification must in general be approximated. This is due
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primarily to the inherent variations in practical component manufacturing processes.
Additionally the dynamic range of signal inputs is limited by large-signal-performance and
power limitations of circuit components. In the implementation of digital signal process-
ing systems there are also problems of practical representation of values required for
exact implementation of theory. These problems are collectively referred to as quantiza-
tion effects and result in digital output signals that differ from those described by theory.
These effects include the following:

* Input quantization-Continuous-signal sample values are approximated by the
nearest level described by a finite-length binary number.

* Coefficient quantization-The coefficients required to implement a discrete
algorithm are repnresented in a finite hinsrv form with vaies generally different from
that necessary to satisfy the requirements of a particular design specification.

* Roundoff error-The results of arithmetic operations in digital systems must be
represented within registers of fixed length.

* Dynamic-range limitations-Due to the finite representation of numbers in digital
systems, the magnitude of the input sequence must be constrained to limit the values at
each point in the system and thus avoid distortion due to overflow.

These effects are inherent in digital systems and cannot be eliminated but can only
be reduced by using longer register lengths or choosing among implementations that re-
sult in smaller quantization effects. The factors involved in the generation of errors due
to quantization have been analyzed in the literature, which will be reviewed here. Due
to the nature of qurantiz4 at-ion effects, many of the alye in-, litat,- r- involve *I-he
development of statistical and worst-case models of the generation of quantization effects.
Of course such models have value only in relationship to proven agreement between
predicted results and those observed in actual implementations. All analyses to be re-
viewed here are within such agreement.

9.1 Number Representations

Numerical values are represented within binary digital machines in one of several
forms. These forms are of register lengths that are a compromise between precision of
representation and data storage and processing efficiency. Floating-point representation
is most commonly available in large-scale general-purpose computers. Minicomputers and
special-purpose devices are generally limited to fixed-point representation. The details of
fixed=pohWnd Ad 1oa+tn fnt vnmr wnrnepnresentationA and thmetic operation in binar.y
machines are described in such sources as Refs. 77 and 78.

9.1.1 Fixed-Point Number Representation

In applications of digital signal processing all fixed-point numbers are generally repre-
sented as fractions, with an additional sign bit to the left of the binary point [79]. In
this form the product of any two numbers is less than 1; thus no overflow can occur.
Overflow can however result from the addition of such numbers and the values of these

61



LAWRENCE M. LEIBOWITZ

numbers must be constrained to limit the magnitude of sums to less than 1. There are
three forms of general representation of signed fixed-point numbers: sign and magni-
tude, 2's complement, and l's complement. The representation of positive numbers is
the same in all three forms, a 0 sign bit followed by b1 magnitude bits, where b1 is the
number of bits required to precisely represent the magnitude M.

In the sign and magnitude representation, negative numbers are represented with a I
sign bit followed by b1 magnitude bits. In the 2's complement representation negative
numbers are represented as 2.0 - M, and in the l's complement representation negative 
numbers are represented as 2.0 - M + 2 b1 , which includes the sign bit. The b, 1bit
precise magnitude must be reduced to b bits. This quantization is accomplished by
roundoff or truncation. In truncation the bits beyond the bth position are deleted. In
rounding, the number is represented by the closest quantized value of b bits. This re-
sults in errors relative to the unquantized representation. These errors, which depend AS
on the particular number representation in the case of truncation, are given by Oppen-
heim and Schafer [11 ] as

Truncation

positive numbers and

2's complement negative numbers: 2-b < e < 0,

sign and magnitude and

l's complement negative numbers: 0 < e < 2-K,

1 -Rounding: - 2- < e < 2-b.

If two fixed-point numbers with b + 1 bits are added, the result will have b + 1 bits,
assuming no overflow. However, if these quantities are multiplied, the product will in
general have more than b + 1 bits and will require truncation or rounding with generation
of errors as just indicated.

9.1.2 Floating-Point Number Representation

A number x can be represented as a floating-point number in the form (sgn)?M
where c is the characteristic or an integer exponent that is the smallest integer exceeding
log2 I x I and M is thus a fraction between 1/2 and 1 called the mantissa. The error in a
quantized floating-point representation Q(x) is relative to the quantized value x. Thus
Q(x) = x(1 + e), where, for rounding in the case of a b-bit mantissa, -2-b < e < 2-b.
Due to the normalization required in floating-point addition, both addition and multipli-
cation introduce quantization error; thus

Q(x1 + X2 ) = (X1 + X2)(1 + e)

and
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Q(xlX 2 ) = (X1 X2 )(1 + 6).

The truncation of the mantissa for the representation of x results in a relative error c,
given by Ref. 11 as

l's complement and

sign and magnitude: -2be1 <e K 0,

2's complement: -2-b+1 < e < a, x > 0,

O < e < 2-b+1, X < O.

Since floating-point numbers have an exponent, a longer total register length than b bits
is actually required. Further discussion of quantization effects will, as in the literature,
be limited to roundoff. The results of roundoff analysis can be extended to truncation,
which generates greater quantization errors.

9.1.3 Block Floating-Point Representation

To combine, to some extent, the dynamic range advantages of floating-point arith-
metic with the increased accuracy and simplicity of fixed-point arithmetic, Oppenheim
[801 proposed block floating-point arithmetic. In block floating-point arithmetic the
input samples and the outputs of the delay registers are jointly normalized prior to the
fixed-point multiplications and additions of the particular algorithmic process. To com-
pensate for the normalization, the output is correspondingly scaled, producing a fixed-
point result.

9.2 Input Quantization Effects

In sampling a continuous signal, each sample must be represented within the finite
binary word size of the quantizing unit, which will generally be equal to that used within
the processing element. Thus each sample is represented as the nearest one of a finite
set of quantization levels separated by 2-b when there are b bits in the binary repre-
sentation. The error in the representation of any sample is uniformly distributed be-
tween -(l/ 2 )2 -b and (1/2)2-b with zero mean and variance 62 = 2 -2b/ 1 2 . For floating-e
point representation the quantization error will depend on the statistics of the input
signal. If x(n) is a stationary random process with variance r2 , then Cr2 = 0 202Xe ,,; assum-
ing that x(n) and e are uncorrelated [81]. Bennett [82] and Widrow [83] show that if
the signal variation is large in comparison to the 2 -b steps and fairly rapid in relation to
the sample interval, the quantization noise can be treated as uncorrelated with the signal
and as white noise. Thus the effects of input quantization can be represented by a noise
source at the input to the digital processing system. The output due to noise is added
to that due to the noiseless input to form a statistical representation of the total output.
Using the convolution sum, Gold and Rader [84] show that in the steady state the out-
put variance o2 resulting from an input that is zero for n < 0, with variance a 2 is
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a2 = cr E h2(n)
n=o

where h(n) is the unit-sample response of the system. The identity

F h2 (nE = 91 i dxn0 h H0 )HN

permits summation or contour integration to be used to compute the variance of the Ian
output noise due to input quantization. Algebraic methods developed to compute the
contour integration will be discussed later.

9.3 Coefficient Quantization

9.3.1 Fixed-Point implementation

In implementing a digital system design it is generally necessary to quantize the
coefficients of the system function H(z). The resulting system then differs from the de-
sired design in response characteristic and, for the case of poles of H(z) at or near the
unit circle, can be unstable. The sensitivity of pole locations to coefficient quantization
was first investigated by Kaiser [28]. He determined that for tightly clustered poles
and a large sampling rate the required coefficient accuracy increases approximately
linearly with the order of the filter By approximate analysis assuming simple poles, he
developed a lower uound on the accIuracy iequieu i.u guaralbee bauil4Ty. Tis wnuy&n
can be extended to multiple poles and bandpass or highpass filters. Kaiser concluded
that under the assumptions of his analysis the problem of coefficient accuracy is most
severe for realizations in the direct form that use the denominator polynomial of H(z)
in unfactored form, In factored form the pole-position sensitivity to coefficient accuracy
is decreased; thus realization in cascade or parallel combinations of low-order forms
should be used, especially in complex filters with steep transitions between passbands
and stopbands. Kaiser, as well as Knowles and Edwards [85], found the parallel form
less susceptible to coefficient quantization than the cascade form.

Rader and Gold [86] considered the effect of coefficient quantization on the pole
locations of realizations of first- and second-order filters. For the first-order filter

y(n) = Ky(n - 1) + xfn),

the error in pole position is the error in quantization of the single coefficient. For the
second-order filter

y(n) = Ky(n - 1) - Ly(n - 2) + x(n)

with complex conjugate poles at re t , the errors in r and 0 are approximately

AL
A r -2r
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and

A0o k AL Ak
r tan i t Cr sin V

where the error in 0 can be quite large for 0 near 0. Rader and Gold propose a coupled
form of second-order equation

yl(n) = Kyj(n - 1) - Ly2(n - 1) + Ax(n)

and

'V n = Jin - 1 ' + y in - 1 ) + Rx(n)Jz, -JI1/ V - ~-/ --JZx. - --j

with K = r cos 0 and L = r sin 0, which requires more computation but whose poles are
less sensitive to coefficient quantization, with

Ar :z AK cos V + AL sin O

and

AA A ,Cos0 AT sinO

r r

Knowles and Olcayto [87] represent coefficient quantization as a stray transfer
function in parallel with the ideal transfer function and, making statistical assumptions,
-vzulluLc une e~xpectedwu mew-quue Uiuerence ueetw-ee11 ue irequency responses oU the

actual and ideal filters. Their analysis is carried out for the direct, parallel, and cascade
forms. They conclude that even one extra bit significantly improves realization accuracy
and that the direct form is more sensitive to coefficient accuracy than the parallel or
cascade form, with less degeneration for the parallel form than for the cascade form.

To evaluate the quantization effects in different realizations of a given transfer func-
tion, Mitra and Sherwood [88] propose a technique which relates pole (or zero) dis-
placement to small changes in multiplier coefficients. The pole displacements are ex-
pressed in a vector equation as the dot product of a sensitivity vector, derived on the
basis of the ideal pole positions, and a vector of coefficient variations. Thus the same
sensitivity vector can be used for various sets of coefficient changes. Outside of direct
realizations multiplier and coefficient values do not have a direct relationship; thus it is
necessary to determine a matrix which represents a dot-product relation between coeffi-
cient and IulutIpIleIr quawtizatiion errurs. The numbuer ou buis required for each multipler
to maintain all poles within some prescribed limit can be determined for truncation or
rounding from the sensitivity vectors and the vector relating coefficient and multiplier
errors. This analysis provides individual bit requirements for each multiplier in special-
purpose hardware or provides a check on pole and zero displacements in general-purpose
computer implementations with fixed register length.

The available pole locations for the direct and coupled second-order filter forms can
be plotted on a grid as shown in Figs. 9.1 and 9.2 [81]. It can be seen from Fig. 9.1
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E

Fig. 9.1-Grid of allowable pole positions for the
direct second-order filter form
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Fig. 9.2-Grid of allowable pole positions for the
coupled second-order filter form
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that the availability of allowable pole locations for the direct form increases as r and 0 ap-
proach 1 and 7r/2 respectively. For the coupled form, as shown in Fig. 9.2, the allowable
poles are located uniformly in the z plane. It can be seen that the coefficient sensitivity
for a given design varies with the structure used for realization. The structure should be
chosen that provides the greatest availability of quantized poles near the pole location
required for the desired design. The variation of coefficient sensitivity with structure is
analyzed by Crochiere [26], who by computer analysis compares 13 digital network
structures. For the comparison an eighth-order elliptic bandpass filter is used as the de-
sign goal for each structure. A required word length, defined on a statistical basis, is de-
termined for each structure. The variation in this word length is 3 to 1 for the structures
analyzed.

Given a particular structure,' a filter design can be optimally obtained with respect
to coefficient accuracy by techniques that search over the grid of allowable pole posi-
tions corresponding to the particular structure, as proposed by Avenhaus and Schussler
[89] and Avenhaus [90].

9.3.2 Floating-Point Implementation

The effect of coefficient quantization in floating-point digital filters was analyzed by
Weinstein [81] with respect to pole sensitivity in the direct and coupled forms of second-
order filters. For the direct form, if the roundoff errors in the coefficients are of the
form Aal = ela1 and Aa2 - e2 a2 , where Iel I < 2 -b and I E21 < 2 -b, the error in pole
position is approximately,

Ar e( 2)

and

AO (r_ e 12 (2 tan/ a) tan 0

These are similar to the fixed-point case, with comparable allowable pole spacing in the
z plane, except that the density is greater for 0, near ?rf2. For the coupled form filter the
pole sensitivity is not significantly different from the fixed-point case, but for small
values of the coefficients a1 or a2 or for 0 near 0 or 7r/2 the grid of allowable poles is
much finer.

Coefficient quantization in the floating-point case was also analyzed by Kaneko and
Liu [91]. They show that the error, which is the difference in filter outputs due to
finite and infinite precision realizations, consists of two uncorrelated components, one
due to arithmetic roundoff and the other due to coefficient roundoff. For the direct,
parallel, and cascade forms expressions for the mean-square value of this error are de-
rived. These are proportional to 2-2b/ 3 , the variance of the relative floating-point round-
off error. The analysis indicates that the error due to coefficient quantization is greatest
for the direct form and slightly greater for the cascade form than for the parallel form.
In this analysis Kaneko and Liu also develop lower bounds for mantissa length necessary
to insure stability.
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9.4 Dynamic-Range Limitations

As discussed earlier, in fixed-point realizations the input magnitude must be con-'
stiraJlU ed to prevent overflow aiLL dlbUL iuon. Foru iattLing-puliLt 1ii11ii i1 iUb IJUi
available dynamic range is generally assumed large enough to permit representation Of'
any value generated in the system; thus the dynamic range problem is usually ignored.'
The fixed-point dynamic-range problem was analyzed by Jackson [34]. He de one
form of this constraint from the expression for the output yi(n) at the ith system node - ..

in terms of the convolution sum

y;(n) hk)x(n -k), 
k=0

where x(n) is the input sequence and h1(n) is the unit-sample response at the ith node.
If Ix(n)1 < Xtax, then

jYi(7h) 1 9XMax Lhikk) | ^,-

k=O

Since in the present discussion each fixed-point value represents a signed fraction, to -
prevent overflow d

[yi(n)[ <1.

Thus the samples x(n) must be constrained so that

Ix(n)I < 1

l hi(k) I.

k =O K
since the summation over hi(k) is generally difficult to evaluate, and since the pre-

ceding constraint is somewhat pessimistic for certain classes of signals, Jackson derived A
less general conditions using Lp norms. The Lp norm of a function A(a) is defined as,.

[JA [s t''P [A(wj)I .dcl 

wnere i. is the radian sampling frequency z7fri. ror continuous juncuots Lip h iuflhU I
for p = 1, 2, and - are the mean absolute value, rms magnitude, and maximum magnitude
respectively over a period of the function. The Fourier transforms of yi(n), x(n), and
hr(n) can be represented as Yj(wo, X(w), and Hi(w),respectively. Using the convolution
theorem and the Schwarz inequality, Jackson shows that

1 1
lyi(n)l < [[HI 1pXliXLq + 1.

Since we must have lyi(n) I < 1, the input must be constrained so that
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II1q< 1
IICHilI'

Thus the input can be constrained in terms of either the rms or peak magnitude of Hm(c).
Jackson extended his analysis to the case of random inputs, determining similar conditions
involving the variance of the output, the power spectral density of the input, and IIHi IIp.

9.5 Roundoff Errors

9.5.1 Fixed-Point Arithmetic

Each source of roundoff error for fixed-point arithmetic can be treated statistically,
using linear system noise theory, in a manner similar to that of input quantization errors.
To formulate a statistical model of roundoff noise it is necessary to make certain assump-
tions as considered by Knowles and Edwards [851 and others. It is assumed that the
errors in each roundoff process are uncorrelated with the signal, are uncorrelated from
sample to sample, and uncorrelated with other error sources. Thus the roundoff error
is represented as an additive white-noise input source to the system. For rounding, the
noise source has zero mean and variance 2 -2b/12. Truncation involves some signal de-
pendency and thus does not satisfy these assumptions.

Knowles and Edwards [85], using the white-noise model, analyzed fixed-point
roundoff errors for direct, parallel, and cascade forms. Each noise source was repre-
sented as the input to a system H (z), which represents the system function between
the pth roundoff noise source and the system output. They formulated bounds on the
mean-square measure of the system noise as formed by the sum of the outputs of the
H (z) as

N
y2 < E1 m 12<p()

p= 1

where N is the number of error sources, 1H (Jm ) I is the maximum gain of Hp(z), and
pp(0) is the maximum of the autocorrelation function of the pth error source. Their

analysis indicates mean-square error in the system output due to roundoff is greatest in
the direct form as compared to the cascade or parallel form.

Rader and Gold [86] used a similar model to analyze the error due to roundoff in
several first- and second-order filters that can be used to represent higher order systems
in cascade or parallel form. They demonstrated that different network structures for the
same system function have different output noise characteristics, since, in general, round-
off noise can be generated at different points in the system. As described further in Refs.
12 and 30, each of the noise sources passes through different combinations of high-gain

s_1 la______ _ ____Al__ Ir __ _ I . . . n ]poues andu lUW-rgIi zeros. Also duifereint networK-sTructure realizations of the same sys-
tem function have different numbers of multipliers [26,39]. The method of determina-
tion of the output due to each noise source 02 is identical to that described earlier for
input quantization error. Thus the total output noise is
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N
02 = L a, h2(n).

1=1 n'O . .

The input quantization noise can also be included as a noise source at the input and used
in determining total output noise.

As described earlier in the discussion on input quantization, the identity

ft h2 (n) = r H(z)H(i z-1- dz
n=0

permits the output error variance due to rounding to be computed by use of either the
summation or contour integral forms. The summation form is practical for only the '
simplest first- or second-order systems. The contour integral form for high-order 1(x) is
also difficult to evaluate. Closed-form solutions have been tabulated by Jury [151, and
a recursive formula for evaluation has been proposed by Astrdm, Jury, and Agniel [92J.
A simple method of evaluation has been proposed recently by Mitra, Hirano, and Saka-
guchi [93]. This method involves partial-fraction expansion of the noise transfer func-
tions and thus replaces the contour integral by a sum of simpler integrals. As there are
three possible forms in the partial-fraction expansion, there are only nine possible simpler
integrals which are evaluated and tabulated, with four being of zero value.

Using the concepts of fixed-point roundoff error analysis described to this point in
conjunction with the input dynamic range constraint, Weinstein [81] develops output
noise-to-signal variance ratios for both white and narrowband signals applied to first- and
second-order filters. As an example of such analysis, consider the fixed-point first-order
filter of Fig. 9.3. For this filter, h(n) = an and

fth2(ln) = 2
n=O 1-a

The noise due to multiplication roundoff enters the system with variance v2 = 2-2&12
at the same point as the input. The steady-state output-noise variance is then

e= oe E h (n) ( 2 b) -a 2

Imposing dynamic-range constraint to prevent overflow,

Ix(n)I < 1 - a.

Assuming x(n) is white and uniformly distributed over this range, a,= ( a)2 /3 and the
output signal variance is thus

y h(n)= + a)
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X (n) )

Fig. 9.3-First-order fixed-point filter with roundoff noise

If 6 = 1 - a, the noise-to-signal ratio is

a 2 1 -2b
4 82

o2 4 52X

which is inversely proportional to 62, the square of the distance of the pole from the
unit circle. For a sinusoidal input at low frequencies and small 8, the noise-to-signal
ratio is inversely proportional to 8. The difference is attributable to increased gain for
the low-frequency sinusoid as opposed to the white input. Similar analysis by Weinstein
for second-order filters indicates the coupled form [86] to be superior to direct and
canonic [84] forms with respect to noise-to-signal ratios at low frequencies.

Utilizing the various dynamic-range limitation concepts developed in Ref. 34, Jack-
son [94] analyzes the roundoff noise outputs from two transpose configurations, both
for the cascade and parallel forms of a digital filter using a fixed-point noise model and
limited dynamic range. Additional multipliers for scaling to satisfy dynamic-range con-
straints are included in the configurations. The analysis compares the different forms
for various conditions of constraint on input and transfer function spectra on the basis
of the variance or peak magnitude of the output noise due to roundoff. The results
indicate little difference in the choice of parallel forms. For the cascade case, some ad-
vantages of one form over another are indicated. The analysis also indicates the varia-
tion in output noise measure for cascade forms with both the ordering of second-order
sections and the pairing of poles and zeros. Good sequential orderings of sections are
indicated by the variation in the peaking or ratio of peak-to-rms values of section
transfer functions. The numerator and denominator factors corresponding to zeros and
poles respectively should be paired to minimize the peak value of transfer functions of
resulting individual sections.
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Up to this point the discussion has been limited to IIR filters. The analysis of
quantization in FIR digital filters has been considered by Chan and Rabiner [95,96). In
Ref. 95, relations for determining roundoff noise for statistical noise models are pre-
sented. Scaling methods for FIR filters are discussed and compared with IIR scaling _.
procedures. The various quantization effects for the direct form are discussed in Ref.
96 for FIR filters, with concentration on coefficient quantization. Statistical bounds on
the error in frequency response due to coefficient quattization are developed. The direct *
form is shown to be attractive due to low input quantization (A/D) and roundoff noise
and minimal number of multipliers.

9.5.2 Floating-Point Arithmetic

From the earlier discussion on floating-point arithmetic as applied in digital filters,
its error characteristics as compared to the fixed-point ease have some differences that
must be taken into account in any roundoff error analysis. First, the error in the repre-
sentation depends on the magnitude of the quantity represented; second,. roundoff error
occurs during addition as well as during multiplication. An analysis of the accumuation
of errors due to roundoff in floating-point digital filters, was presented by Sandberg (971.
Sandberg's analysis is nonstatistical and results in a deterministic bound based on the
worst possible accumulation of errors. He uses a flow graph indicating the ordering of
operations, and thus the accumulation of error, in the computations described by the
linear difference equation used to implement a digital filter. For e(n) = y(n) - win),
which is the difference between the computed output and the ideal output at the nth
iteration along with K > N, where N is the order of the filter, and

(e4K = ( IL
n=Q

1e2n) 12 I

V

/1

V
which is the rms value of e(n), the bound is expressed as

(e)K < C(Y)K +f (I).

The function f(K) and the constant c depend on the filter coefficients a, and bi, repre-
sented as machine numbers, on the order in which the products in the difference equation
are summed, and on the number of bits in the mantissa. As K - cc, f(K) -) 0; thus c is
an upper bound on an asymptotic output error-to-signal ratio.

Taking a more general statistical approach to floating-point roundoff error, Liu and
Kaneko [98,99] derive expressions for the power spectral density bee(Z) of the error
sequence e(n) for direct, parallel, and cascade forms for both roundoff and truncation.
In their analysis they, like Sandberg, analyze the combination of errors using a flow
graph of the difference equation. The random variables corresponding to the relative
errors are indicated on the flow graph for an Lth-order filter in Fig. 9.4. The mean-
square error is computed from 4e(Z) by a contour integration about Iz I = 1. The re-
sults in all cases are proportional to 2 -2b, where b is the mantissa length, and for each
realization form the error power spectral density for truncation is equal to that for
rounding plus an additional term. Using the results of their analysis, Liu and Kaneko
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Fig. 9.4-Flow graph for a floating-point filter indicating roundoff errors.
(From Ref. 99 by permission.)

derive an upper bound on the output error-to-signal ratio which for a second-order-filter
example is found to be tighter than that of Sandberg [97].

Using the statistical method established by Kaeko and Liu in their analysis of
roundoff error in floating-point digital filters, Weinstein [81] derives expressions for
output noiseo-soignal ratio. For the first-order single-pole filter with a white input signal,
the noise-to-signal ratio is found to be inversely proportional to a, the distance of the
pole from the unit circle. Thus the noise-to-signal ratio increases as the pole moves
toward the unit circle but at a lower rate than that found for the fixed-point filter. For
a sinusoidal input the results are identical. For second-order filters with white signal
input and poles near the unit circle, the direct and canonic [84] forms yield similar
results for high gain and are inversely proportional to 6 sin2 a, where z = re'jO are the
pole locations, and thus yield large noise-to-signal ratios at low resonant frequencies.
For the coupled form with white signal input the noise-to-signal ratio is inversely pro-
portional to 6 only; thus it has improved noise-to-signal ratio at low resonant frequencies.

A simplified approach to the floating-point roundoff noise analysis of Weinstein is
presented by Oppenheim and Weinstein in Ref. 79. Floating-point roundoff errors are
represented as additive white-noise sources that enter the system following error-generating
arithmetic operations in a manner similar to the fixed-point case. It is assumed that for
the small errors considered the roundoff noise in a signal following an arithmetic opera-
tion is proportional to the signal that would result if there were no roundoff noise. As an
example, consider the first-order filter of Fig. 9.5 with h(n) = an. The noise inputs are then
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Fig. 9.5-First-order floating-point filter with roundoff noise

eljn) =ay(n - 1)E1

and

e2(n) = y(n)c2

where el and e2 are the random variables describing the relative error in floating-point
multiplication and addition respectively.. It is assumed that el and e2 are uncorrelated
from sample to sample, independent of each other and of the signal, and are uniformly
distributed between - 2-b and 2-b and thus have equal variance ae2 = 2-2b13. If x(n) is a
zero-mean white-noise input with variance u2, and if linear system noise theory is used
with

n=
h2 (n) = -1

1 -a 2

then

U2 = 2 1
Y Xl 2 1

02 =4 2 02 02 1-a xI -a2

a2 = a2 22 '

e2 e X 1- a 2
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Since el (n) and e2 (n) are independent, the output noise variance is

fT2 =tfa2 -T 2 \ - =2, 2 1+42
"e r'e1 - e2' 1 2 CX(1 a2)2

The noise-to-signal ratio is then

e 2 1 + a
__ = aE

d2 e la2

which for the high-gain case, with a = 1 - 8 near unity, becomes

CF2 02e _

2

A comparison of fixed-point and floating-point filters for the first- and second-order
cases is presented by Weinstein and Oppenheim [100]. The results of the comparison
indicate that for a mantissa equal in length to a fixed-point word, floating-point leads to
a lower noise-to-signal ratio. The increase in noise-to-signal ratio with increasing filter
gain is greater in both cases for fixed-point. If the bits used for the characteristic in
floating-point are considered, the noise-to-signal ratio is smaller for floating-point only for
high gain.

9.5.3 Block-Floating-Point Arithmetic

Analysis of digital filters using block-floating-point arithmetic is presented by
Oppenheim [80] for first- and second-order filters. The comparison of fixed-point, float-
irng-poli, antl ulukisn-1uwatng-pouut i on LIe bUslis of tVI ULtLputb ioiMU-t-birLdli ratio whieni
the input is white noise with uniform amplitude distribution. The analysis does not
account for the additional bits required for the characteristic in floating-point or block-
floating-point. The results indicate that the noise-to-signal ratio for block-floating-point is
generally between that of fixed-point and floating-point for higher gain and greater than
either for low gain. The increase in noise-to-signal ratio with increasing gain is approxi-
mately the same for floating-point and block-floating-point.

9.6 Limit Cvcles

Under certain conditions recursive digital filters can possess a type of instability,
known as limit cycles, that cannot be described by normal linear system analysis. One
type of limit cycle, known as the deadband effect, is due to rounding of multiplication
operations and occurs for constant input, although most analyses of the associated effects
assume zero input. The other form of limit cycle, known as overflow oscillations, is due
to adder overflow and is usually of large amplitude and highly undesirable.
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9.6.1 Deadband Effect

The limit cycles that occur from multiplier rounding were first noted by Blackman -H

T1 l0 ,who referred tfo the amnpstude inftervlsl within which thpqpe linmit evelPA n&Mt o ur*:
deaddbands. Blackman analyzed only first-order limit-cycle effects, which lead to ecnstant
outputs or dc limit cycles. These first-order limit cycles are due to rounding of proucts 
such as in the difference equation

;:;: ddilm~e; l ilK

ykin XMn u iykn -1} V.

where for the largest integer k < 0.5/(1 - [al) a limit cycle in the range [- k, kr can
occur in which the product cy(n - 1) is rounded to ±y(n - 1); thus an effective pole on
the unit circle occurs. The integers k are the maximum amplitudes of a limit cycle in
units of the quantization steps 2-b corresponding to roundoff to b bits [11]. For a 4
negative the limit cycle has a constant magnitude and sign, and for a positive the sip n
alternates. Jackson [1021 analyzed these effects for second-order digital filters described '
by the difference equation

y(n) =X(n) - 01 yin - 1) - 2y(n -2) fi

with complex-conjugate poles. Due to rounding of the multiplication f32y(n - 2) for the.:. -
largest integer kE satisfying h <C 0.5/(1 - 02)1 0 < 92 < 1, there results an effectivwecm< D >
plex-conjugate pole pair on the unit circle and sinusoidal limit cycles in the range t- Fe, he'.
The frequency of the oscillation is determined by 1. First-order or dc limit cycles can
also occur in digital filters of arbitrary order due to real effective poles. All deadband
subregions for second-order filters are plotted in Fig. 9.6 and labeled with the }e values.
No limit eyclles occur in the crosshstched region An tnnper hound on the rmS value of
limit cycles is developed by Sandberg and Kaiser [1031. Blackman [1011 proposed the
use of dither, a small noise presented at the input of a system, to overcome the deadband
effects. X

--1.0

Fig, 9.6- Deadband subregions for a second-order filter.
(From Ref. 102 by permission.)
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OUTPUT = f (v)

Fig. 9.7 - Instantaneous transfer function
for an accumulator with overflow. (Re-
printed with permission from The Bell Sys-

tem 4 CUrISLS tJurnal4, j3py.ight 1969,
The American Telephone and Telegraph
Company.)

INPUT : v

The existence of deadband-type limit cycles, including those of large amplitude, in
floating-point digital filters was confirmed by Kaneko [1041. It was previously assumed
thai limit cycles in flontinu-noint filters did not exist or were of neglirihlv smsll amnli-
tude. Kaneko analyzes floating-point limit cycles and determines conditions for their
existence.

9.6.2 Overflow Oscillations

Another type of self-sustained oscillation can occur in digital filters due to overflow
in l's complement and 2's complement addition operations and has been analyzed by
Ebert, Mazo, and Taylor [105]. This is due to an instantaneous accumulator transfer
function with overflow, as shown in Fig. 9.7. For the second-order filter described by

y(n) - ay(n - 1) - by(n - 2) = 0

overflow oscillations can occur when lal + lbI > 1. These oscillations can be prevented by
mrn;rAnd4, 4-b- he-1 ofan arsnd A b, tue1r+n; n An e n- 1i,0 kn+ A-r,1.4-n 4o +n

use saturation arithmetic, indicated by the transfer function of Fig. 9.8, which limits the
results of an addition to a maximum magnitude of 1 and is shown to always lead to stable
behavior.

OUTPUT: f (v)

Fig. 9.8 - Instantaneous transfer function for
saturation arithmetic. (Reprinted with permis-
sion from The Bell System Technical Journal,

INPUT : v Copyright 1969, The American Telephone and
Telegraph Company.)
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9.7 FFT Quantization Effects

To complete the present discussion, the analyses that have been reported in the
literature with respect to quantization errors in the computation of the FFT will be con- * <-

sidered for both fixed- and floating-point implementations. Many of the quantization-
effect concepts presented earlier for digital filters are applicable to the FFT. This in.
cludes number representations, statistical modeling of parameter quantization errors as
noise sources, and the application of linear system noise theory to determine system out-
put due to such sources. ;,

The analyses to be considered generally involve N-point radix-2 FFT algorithms of,
the decimation-in-time or decimation-in-frequency form. As discussed earlier, the FFT ,,
computation is computed in m = log2 N iterations on an array of N complex samples4.
The initial or 0th array represents the N points of the time sequence, and the mth array
is the N points of the transform sequence. In general either the input or output sequence;
is in bit reversed order. The array corresponding to the (i + 1)th iteration is computed S !.
from the values in the ith iteration. Each element in the (i + 1)th array is determined
from two elements in the ith array by a computation referred to as a butterfly due to its
signal-flow-graph representation. There are N/2 butterfly computations required in each
of the m iterations. -I
9.7.1 Fixed-Point Implementations

Using the decimation-in-time butterfly computations, Welch [106] analyzes the
errors in the FFT for fixed-point b-bit-plus-sign arithmetic. He shows that the magnitudes
of the complex numbers increase in an rms sense by the factorx/Win. each iteration and
that the maximum modulus is nondecreasing. Scaling to prevent overflow can be acoom-
plished in several ways. If the magnitudes in the initial sequence are less than 1/2 proper
scaling can be accomplished by shifting right one bit in each iteration or by checking the
magnitudes in one iteration and shifting right one bit if necessary in the next iteration.
Another scaling procedure used by Welch in his analysis involves scaling the initial real F
and imaginary components to a maximum unity magnitude and shifting the entire se-
quence right one bit whenever an overflow occurs in an array. This includes new results .4

as well as those yet to be processed. In effect this is essentially a block-floating-point
implementation. Computing an upper bound on the error due to rounding and resealing,
involves the assumption of a resealing being required for each iteration. This however
corresponds to the method of shifting right one bit in each iteration. For real and
imaginary parts represented as a sign bit plus b magnitude bits, the roundoff error variance
is 12 = 2 2512 = A2 . When a shift occurs, a bit is lost. If the bit is 0, there is no error;o
if it is I there is an error of ±2-b depending on the sign of the number, The variance of
this error is a2 = 2 -2b/ 2 = 6A2 . Letting K equal the average modulus squared of the
initial array, the resulting bound of the ratio of the rms error to rms result for large m is

rms (error) 2(m+3)12A i
- = 4A -9L.

rms (result) K K X

2
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Thus the upper bound increases as \,NY or 1/2 bit per stage. The lower bound is

rms (error)
rms (result)

and increases as (1/2) lg 2 N. Experimentation by Welch indicates a 4/3 factor for the
upper bound as well as a higher bound for truncation in place of rounding.

9.7.2 Floating-Point Implementations

The roundoff error in floating-point implementations of the FFT was first considered
by Gentleman and Sande [59]. They compute worst-case bounds on noise-to-signal ratio
for both the FFT and DFT. This ratio is represented by the ratio of the Euclidean norm
of the output error sequence to that of the output signal. The Euclidean norm is the
square root of the sum of the squares of the sequence values. The bound on noise-to-
signal ratio for the FFT is derived for N highly composite. For N = 2m the bound is
l.Om2(m/ 2)-b+3, where b is the number of bits in the mantissa. For the direct or DFT
computation the bound is 1.06 22m-b-(3/2). The noise-to-signal ratio for the FFT is then
m/2(312)(m-1) times that for the direct computation by the DFT. This factor is less than
1 for m > 1 and decreases rapidly with increasing m.

The effects of arithmetic roundoff in floating-point implementations of the FFT
were first analyzed statistically by Weinstein [107]. His results are generally valid for
both decimation-in-time and decimation-in-frequency algorithms and involve an analysis
of the basic butterfly equations. The floating-point noise models discussed earlier for
digital filters are used, and the input is represented as white noise. The noise enters the
signal flow graph representation of the FFT at the various points where arithmetic error
is introduced and passes through the system in the same manner as signal. Due to the
regular repeatibility of the computations from array to array, the signal propagation to
the ith array can be described by

E[IXiP)1 2 ] = 2'E[IX 0 (p)12 ], i = 0, 1, ... ,N- 1,

and the noise variance at the output due to roundoff noise injected at the ith iteration is

ECiem,(p)12] = 2mi-lE[leiep)121, i = 0,1, ... ,N- 1,

where X. refers to the ith signal value, e to the ith noise value, and X to the expected
value. The resulting output noise-to-signal ratio is found to be

e = 2a 2 m,
2 C'

UX.

where a2 is the variance 2-2b/3 of the relative floating-point arithmetic error. The linear
dependence on m = 10g2 N should be noted. Considering a decimation-in-time algorithm,
the butterfly computations involving powers of WN equal to 1 or i are taken into account
and lead to
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e _ = 2u [m - 3 + (I2 .. 
02 e 24

For m moderately large the results are essentially the same. Weinstein proposes a tree-
like summation of the products in the DFT that involves more memory and indexing
than cummulative DFT summing but results in an accuracy essentially that of the FFT.

A more general statistical analysis is performed by Kaneko and iAu Etil. Their
approach uses the statistical error models and methods of their earlier floating-point error
analysis for digital filters [91, 98, 991. Consideration of the butterfly equations for the :
decimation-in-frequency form of the FFT is the basis of the analysis. Kaneko and IAu.
take into consideration the absence of multiplication roundoff error for i equal to m - I K
and m - 2, where all the weighting coefficients are ±1 or ±1. For i < m - 3 such weight-
ing coefficients are not taken into account, making the results somewhat pessimistic.
Expressions are derived for the mean-square error E[le(p)[ 2} due to roundoff as well as
truncation for the pth Fourier coefficient Xm (p) of the resulting FFT sequence. The
mean-square error due to roundoff is propoULiOnaUI U o /0, WheULr bo iSlc iuae numer WU"

bits in the mantissa and is a function of p and the Fourier coefficients that would result X V
from an errorless computation. Fcr truncation arithmetic the mean-square error is equal
to that due to rounding plus an additional term dependent on p and proportional to 2tb.
and on the magnitude squared of the errorless result for Xm (p). The total relative mean-
square error is found to be bounded as

E E[le(p)121 2 -2b

m 3 < N <3m

E IX (P) 12

p=o

for rounding and
N-1

E[le(p)121 
n-2b 

m2 2-2 b + m Z < J t <9m 2 2 2 b + 3m G

E IXm (P) 12

for truncation. The autocorrelation function corresponding to a random input sequence
is used to express the corresponding mean-square error. For the case of white-noise input
data the noise-to-signal ratio is found to be 2(m - 1)2 -2b/3, which is similar to the result
of Weinstein [107].

Kaneko and Liu also consider the effects of quantization of the input data and the
weighting coefficients. The input quantization is considered as an error term in the
representation of the input data, similar to the error due to the roundoff of a computa-
4o.- The qa -- Or-.4 4the input Aata n a m-antissa. of b bits results qr1 an h. onns
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term in the mean-square error of

-2b' N -1
2 2- m EIX. ( ) 12

k=O

for rounding and 4 times this quantity for truncation. Quantization errors in the weight-
ing coefficients can be treated in a manner similar to roundoff errors and results in a
modification in the expression for the mean-square error for roundoff as well as for
truncation. Although the same weighting coefficients are used at various points in the
computation, independence of the error is assumed.

The roundoff error analyses of Kaneko and Liu [108] and Weinstein [107] have
been extended by Chan and Jury [109] to multidimensional FFT's as well as to general-
ized discrete transforms. These generalized discrete transforms include the BIFORE trans-
form (BT) [1101 and complex BIFORE transform (CBT), [111]. In their analysis Chan
and Jury modify the error-to-signal ratio derived by Kaneko and Liu to account for all
nonroundoff multiplications by weighting coefficients equal to ±1 and ±1. The results
coincide with that derived by Weinstein for decimation in time, indicating an equivalence
in error performance with decimation in frequency. The results of the error analysis for
the one-dimensional FFT are extended to one-dimensional generalized transforms in order
to derive expressions for the mean-square error and the noise-to-signal ratio for white-
noise input. A noise-to-signal ratio analysis for the two-dimensional FFT is performed
and extended to derive noise-to-signal expressions for L-dimensional FFT's and general-
ized transforms.
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